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ABSTRACT

This paper proposes a method of extracting the desired

signal from a noisy signal. This method solves the problem

of segregating two acoustic sources by using constraints

related to the four regularities proposed by Bregman and

by making two improvements to our previously proposed

method. One is to incorporate a method of estimating

the fundamental frequency using the Comb �ltering on the

�lterbank. The other is to reconsider the constraints on

the separation block, which constrain the instantaneous

amplitude, input phase, and fundamental frequency of the

desired signal. Simulations performed to segregate a vowel

from a noisy vowel and to compare the results of using all

or only some constraints showed that our improved method

can segregate real speech precisely using all the constraints

related to the four regularities and that the absence some

constraints reduces the accuracy.

1. INTRODUCTION

Bregman reported that the human auditory system uses

four psychoacoustically heuristic regularities related to aco-

ustic events, to solve the problem of Auditory Scene Analy-

sis (ASA) [1]. If a segregation model was constructed using

constraints related to these heuristic regularities, it would

be applicable not only to a preprocessor for robust speech

recognition systems but also to various types of signal pro-

cessing.

Some ASA-based segregation models already exist. There

are two main types of models, based on either bottom-up

[2] or top-down processes [3, 6]. All these models use some

of the four regularities, and the amplitude (or power) spec-

trum as the acoustic feature. Thus they cannot completely

extract the desired signal from a noisy signal when the sig-

nal and noise exist in the same frequency region.

In contrast, we have discussed the need to use not only

the amplitude spectrum but also the phase spectrum in

order to completely extract the desired signal from a noisy

signal, addressing the problem of segregating two acoustic

sources [8]. This problem is de�ned as follows [8]. First,

only the mixed signal f(t), where f(t) = f1(t)+f2(t), can
be observed. Next, f(t) is decomposed into its frequency

components by a �lterbank (the number of channels isK).

The output of the k-th channel Xk(t) is represented by

Xk(t) = Sk(t) exp(!kt+ �k(t)): (1)

Here, if the outputs of the k-th channel, which correspond

to f1(t) and f2(t), are assumed to be Ak(t) exp(!kt +
�1k(t)) and Bk(t) exp(!kt + �2k(t)), then the instanta-

neous amplitudes of the two signals Ak(t) and Bk(t) can
be determined by

Ak(t) = Sk(t) sin(�2k(t) � �k(t))=sin �k(t); (2)

Bk(t) = Sk(t) sin(�k(t)� �1k(t))=sin �k(t); (3)

where �k(t) = �2k(t)��1k(t), �k(t) 6= n�; n 2 Z, and !k
is the center frequency of the k-th channel. Here, �1k(t)
and �2k(t) are the instantaneous input phases of f1(t) and
f2(t), respectively. Finally, f1(t) and f2(t) can be re-

constructed by using the determined [Ak(t); �1k(t)], and
[Bk(t); �2k(t)] for all channels.

This problem is an ill-inverse problem because there are

currently no equations for determining the two instanta-

neous phases. Therefore, we have proposed a method of

solving this problem using constraints related to the four

regularities [8]. It was assumed that the fundamental fre-

quency was constant and known, and that �1k(t) = 0,
although this method could extract the synthesized vowel

from a noisy synthesized vowel with high accuracy. Here,

�1k(t) = 0 means that each frequency of the signal com-

ponent that passed through the channel coincides with the

center frequency of each channel. Therefore, it is di�cult

to extract real speech from noisy speech using this method

because the fundamental frequency of speech 
uctuates,

and multiples of the fundamental frequency cannot coin-

cide with the center frequencies of the channels.

This paper proposes a new method for extracting real speech

from noisy speech by (1) incorporating of a method of es-

timating the fundamental frequency and (2) reconsidering

the constraint of �1k(t).

2. AUDITORY SEGREGATION
MODEL

The proposed method is implemented by an auditory seg-

regation model. This model is composed of four blocks: an

auditory-motivated �lterbank, an F0(t) estimation block,

a separation block, and a grouping block, as shown in Fig.

1. In this paper, the F0(t) estimation block is incorpo-

rated into the previous model [8] and the separation block
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Figure 1: Auditory segregation model.

is improved as shown by the bold boxes in Fig. 1.

2.1. Overview of the proposed model

First, the observed signal f(t) is decomposed into Sk(t)
and �k(t) using an auditory-motivated �lterbank. This

�lterbank is implemented as a constant Q gammatone �l-

terbank, constructed with K = 128, bandwidth of 60{
6000 Hz, and sampling frequency of 20 kHz [8]. Next, the

fundamental frequency F0(t) of the desired signal is de-

termined using an amplitude spectrogram Sk(t)s (see Sec.
3.1). Then, the concurrent time-frequency region of the de-

sired signal is determined using constraints (i) and (iii) [8].

In the determined concurrent time-frequency region, Ak(t)
and Bk(t) are determined from Sk(t), �k(t), �1k(t), and
�2k(t). Sk(t) and �k(t) are determined by using the am-

plitude and phase spectra de�ned by the wavelet transform

[8]. �1k(t) and �2k(t) are determined using constraints (ii)

and (iv) (see Sec. 2.2 and 3.2). Finally, f1(t) and f2(t)
are determined from Eqs. (2) and (3), respectively.

2.2. Assumptions and constraints

In this paper, it is assumed that the desired signal f1(t) is
a harmonic tone, consisting of the fundamental frequency

F0(t) and the harmonic components, which are multiplies

of F0(t). The proposed model segregates the desired signal

from the mixed signal by constraining the temporal di�er-

entiation of the instantaneous amplitude Ak(t), the in-

stantaneous phase �1k(t), and the fundamental frequency

F0(t). Constraints used in this model are shown in Table 1.

Constraint (ii) for the above parameters gives dAk(t)=dt =
Ck;R(t), d�1k(t) = Dk;R(t), and dF0(t)=dt = E0;R(t),
where Ck;R(t), Dk;R(t), and E0;R(t) are R-th-order dif-
ferentiable piecewise polynomials (using Table 1 (ii)). Then,

Table 1: Constraints corresponding to Bregman's psychoa-

coustical heuristic regularities.

Regularity Constraint

(i) common onset/o�set synchronous of onset/o�set

(ii) gradualness of change piecewise-di�erentiable

polynomial approximation

(slowness) (Kalman �ltering)

(smoothness) (spline interpolation)

(iii) harmonicity multiples of the

fundamental frequency

(iv) changes occurring in correlation between the

the acoustic event instantaneous amplitudes

substituting dAk(t)=dt = Ck;R(t) into Eq. (2), we get

the linear di�erential equation of the input phase di�er-

ence �k(t) = �2k(t) � �1k(t). By solving this equation, a

general solution is determined by

�k(t) = arctan

�
Sk(t) sin(�k(t)� �1k(t))

Sk(t) cos(�k(t)� �1k(t)) + Ck(t)

�
; (4)

where Ck(t) = �
R
Ck;R(t)dt � Ck;0 = �Ak(t).

3. IMPROVEMENTS TO PREVIOUS
MODEL

To handle real speech extraction, we improved our previous

model [8] in the following two respects.

3.1. F0(t) estimation block

In the proposed model, the fundamental frequency F0(t) is
estimated using Comb �ltering on the auditory-motivated

�lterbank. This Comb �lter is de�ned by

Comb(k; `) =

8<
:

2; !k = n � !`; 1 < n < 3
1; !k = n � !`; 4 � n < N

0; otherwise

(5)

where k and ` are indices, !k and !` are the center fre-

quencies in channels, and N is the number of harmonics

of the highest order. Then, ^̀, which corresponds to the

channel containing the fundamental wave, is determined

by

^̀= argmax
`�L

KX
k=1

Comb(k; `)Sk(t); (6)

where L is the upper-limited search region of `. The esti-

mated F0(t) is determined by !^̀=2�.

Since the number of channels in the auditory-motivated

�lterbank is �nite, the estimated fundamental frequency

F0(t) takes a discrete value. In addition, the 
uctuation

of the estimated F0(t) behaves like a stair shape and the

temporal di�erentiation of F0(t) is zero at any segment.

Therefore, this paper assumes that E0;R(t) = 0 in con-



straint (ii) for a segment. Here, the above segment is de-

termined using the following equation, as the duration for

which the temporal variation of F0(t) has variance of zero
as F0(t).

1

Th � Th�1

Z Th

Th�1

���F0(t) � F0(t)
���2 dt � 0; (7)

where the length of the segment is Th � Th�1. In this

paper, let the parameters be N = 10 and L = K=4.

3.2. Separation block

In this paper, in order to reduce the computational cost for

estimating Ck;R(t) and Dk;R(t), we assumes that Ck;R(t)
is a linear (R = 1) polynomial (dAk(t)=dt = Ck;1(t)) and
Dk;R(t) is zero (d�1k(t)=dt = Dk;0 = 0) in constraint (i).

In this assumption, Ak(t) which can be allowed to un-

dergo a temporal change in region, constrains the second-

order polynomial (Ak(t) =
R
Ck;1(t)dt+Ck;0). Moreover,

�1k(t), which is constrained (i.e. �1k(t) = Dk;0), cannot

be allowed to temporarily change. Here, if the number

of channels K is very large, each frequency of the signal

component that passed through the channel approximately

coincides with the center frequency of each channel. Even

if the above condition is false, its frequency di�erence can

be represented by Dk;0.

In the segment Th � Th�1, Ck;1(t) and Dk;0 are deter-

mined by the following steps. First, let Dk;0 be any value

within ��=2 � Dk;0 � �=2. Next, using the Kalman

�lter, determine the estimated region, Ĉk;0(t) � Pk(t) �

Ck;1(t) � Ĉk;0(t)+Pk(t), where Ĉk;0(t) is the estimated

value and Pk(t) is the estimated error. Then select candi-

dates of Ck;1(t) using the spline interpolation in the esti-

mated error region. Next, determine Ck;1(t) using

Ĉk;1 = argmax
Ĉk;0�Pk�Ck;1�Ĉk;0+Pk

< Âk;
^̂
Ak >

jjÂkjjjj
^̂
Akjj

; (8)

where Âk(t) is obtained by the spline interpolation and
^̂
Ak(t) is determined in across-channel which is satis�ed

constraint (iii). Finally, determine Dk;0 using

D̂k;0 = argmax
��=2�Dk;0��=2

< Âk;
^̂
Ak >

jjÂkjjjj
^̂
Akjj

: (9)

Then, determining �1k(t) = D̂k;0 and �2k(t) = �k(t) +
�1k(t), we can determine Ak(t) and Bk(t) from Eqs. (2)

and (3).

4. SIMULATIONS

To show that the proposed method can extract the de-

sired signal f1(t) from the mixed signal f(t), we carried

out three simulations using the following signals: (1) noisy

AM harmonicity tone; (2) noisy synthesized vowel; and (3)

noisy real speech. In simulation 1, f1(t) was an AM com-

plex tone, where F0(t) = 200 Hz, the tone's instantaneous
amplitude was sinusoidal (10 Hz). In simulation 2, f1(t)
was a vowel /a/ synthesized by the log magnitude approx-

imation (LMA) [4], where averaged F0(t) = 125 Hz, and

jitter was 5 Hz (from 123 to 128 Hz). In simulation 3,

f1(t) was a male vowel /a/ in the ATR database [7]. In all

three simulations, f2(t) was bandpassed pink noise. Five

types of f(t) were used as simulation stimuli, where the

SNRs of f(t) ranged from 0 to 20 dB in 5-dB steps.

4.1. Evaluation of the estimated F0(t)

We used the root-mean-squared (RMS) error between the

reference F0(t) pattern and the estimated F0(t) to eval-

uate the estimation performance of the fundamental fre-

quency F0(t). The reference pattern was extracted from

clean speech using TEMPO [5]. The RMS errors of F0(t)
for simulations 1, 2, and 3 were 3:8, 1:8, and 1:1 Hz, re-

spectively. The results show that the proposed method

could estimate F0(t) with high accuracy.

4.2. Evaluation of the extracted signal

We used spectrum distortion to evaluate the segregation

performance of the proposed method, as de�ned byvuut 1

W

WX
!

 
20 log10

~F1(!)

~̂
F 1(!)

!2

; (10)

where ~F1(!) and
~̂
F 1(!) are the amplitude spectra of f1(t)

and f̂1(t), respectively. In the above equation, the frame

length is 51:2 ms, the frame shift is 25:6 ms, W is the

analyzable bandwidth of the �lterbank (about 6 kHz), and

the window function is Hamming.

Next, in order to show the advantages of the constraints in

Table 1, we compare the performance of our method under

the following three conditions: (1) extract the harmonics

using the Comb �lter and predict Ak(t) using the Kalman

�ltering; (2) extract the harmonics using the Comb �lter;

and (3) do nothing. Here, condition 1 corresponds to the

smoothness of constraint (ii) being omitted; condition 2

corresponds to constraints (ii) and (iii) being omitted; and

condition 3 corresponds to no constraints being applied at

all.

Segregation accuracies of the three simulations are shown

in Fig. 2. For example, when the SNR of f(t) was 10 dB as

shown in Fig. 3(b) for simulation 3, the proposed method

could segregate Ak(t) with high accuracy and could ex-

tract f̂1(t), shown in Fig. 3(d), from f(t). In addition,

we compared our proposed method with the other method

(under three conditions) for the above simulations. The

results show that the segregation accuracy using the pro-
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Figure 2: Segregation accuracies for simulations: (top)

simulation 1, (middle) simulation 2, (bottom) simulation

3.

posed method was better than that using the other three

conditions. The results for these three simulations and

three conditions show that the proposed method can seg-

regate the desired harmonic tone from a noisy harmonic

tone with high accuracy. Improvements in spectrum dis-

tortion for simulations 1, 2, and 3 are about 17:6, 7:0, and
5:4 dB, respectively.

5. CONCLUSIONS

This paper proposed a new method of extracting the de-

sired speech from noisy speech, by improving two aspect of

our previously proposed method. One was to incorporate

a method of estimating the fundamental frequency F0(t),
by using the Comb �ltering on the �lterbank. The other

was to reconsider the constraints on the separation block,

which are the instantaneous amplitude, input phase, and

fundamental frequency of the desired signal.

As an example of segregation using the proposed method,

we demonstrated three simulations of segregating two acous-

tic sources. The results for extracting F0(t) showed that

the proposed method can estimate the fundamental fre-

quency with high accuracy. In particular, the results of

simulations 1 and 2 examined how to solve the problem of

segregating two acoustic sources. The results of simulation

3 showed that the proposed method could also extract the
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Figure 3: Examples of segregation: (a) original f1(t), (b)

mixed signal f(t), (c) F0(t), (d) segregated signal f̂1(t)

speech signal from noisy speech. Moreover, comparisons

under three conditions showed that using the proposed

method with three conditions related to the four regulari-

ties was better than using the other method under all three

conditions.
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