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ABSTRACT

In this paper we describe a word clustering method
for class-based n-gram model. The measurement for clus-

tering is the entropy on a corpus di�erent from the cor-

pus for n-gram model estimation. The search method is
based on the greedy algorithm. We applied this method

to a Japanese EDR corpus and English Penn Treebank

corpus. The perplexities of word-based n-gram model on
EDR corpus and Penn Treebank are 153.1 and 203.5 re-

spectively. And Those of class-based n-gram model, esti-

mated through our method, are 146.4 and 136.0 respec-
tively. The result tells us that our clustering methods is

better than the Brown's method and the Ney's method

called leaving-one-out.

1. INTRODUCTION

In statistic method of natural language processing, such

as speech recognition, the n-gram model [8] based on word

is popular for its facility of parameter estimation and im-
plementation. In this model, however, the number of pa-

rameters is equal to the number of vocabulary at the n-th

power so that it is not possible to estimate the parameters
accurately from a limited corpus which is available cur-

rently. As a result, the model is less predictive than the

word n-gram model estimated from a corpus of ideal size.
To cope with this problem, the class-base n-gram model [1]

is proposed. In this model, each word belongs to a group of

words, called class, and is predicted through the statistics
on the class sequences, which is more reliable than that

of word sequences. In addition, this method decreases the

memory size for the model description.

The main problem in the class-based n-gram model is

to �nd the optimum word-class relation for word sequence
prediction, which is called word clustering. There are some

attempt at English word clustering [1] [7]. The objective

function of word clustering proposed in these papers is the
perplexity on the very same corpus as for the probability

estimation. With this criterion the optimum solution is

that each word belongs to a di�erent class. The reason is
that for any pair of words merging them forces the model

to lose the information. Then they give the �nal number

of class and merge the pair of words with the minimum
information loss. The main problem of this method is that

the criterion used in the clustering process di�ers from the

criterion of language model, test set perplexity, and we can

not expect to obtain a class-based n-gram model with lower
perplexity than the word-based n-gram model. In fact, the

experimental result reported in the paper [1] shows that the

obtained class-based n-gram model has higher perplexity
than the word-based n-gram model.

In this paper, we propose a new method which is ex-
pected to produce a class-based n-gram model of more

accurate prediction than the word-based n-gram model.

The main idea is to imitate the test corpus extending the
deleted interpolation technique [3], i.e. �rst we divide the

learning corpus into k partial corpora, second we build k

language models from the learning corpus reserving the i-
th partial corpus for each i 2 f1; 2; � � � ; kg and �nally we

evaluate a word-class relation by the average perplexity of

all the possible pairs of language model and reserved cor-
pus. With this criterion, a word-class relation similar to

the optimum for the test corpus is expected to be calcu-

lated without referring the test corpus.

The idea of reserving a part of the learning corpus for

word clustering has already been proposed in the paper [5].

The method in this paper, called leaving-one-out, assumes
the language model to be in some special form in order to

reduce the computational time. As a result, the criterion of

word clustering is an approximation of the idea. The result
for a German corpus, reported in this paper, shows that the

bi-gram model of part-of-speech (POS) given by a gram-

marian is better than the word-base bi-gram model and
the class-based bi-gram model obtained by the proposed

method. If the method was really e�ective, the clustering

taking the POS-based bi-gram model as the initial model
would produce a better model. In the paper, however, this

sort of experiment is not reported. The result for a English

corpus, the test set perplexity of the class-based bi-gram
model obtained by the proposed method is almost as high

as that of the class-based bi-gram model by the preceding

method. These results tells us that the idea does not work
better than it is expected to do, putting it another way,

the approximations of the criterion is harmful.

Contrary to this research, we propose to extend the idea

of the deleted interpolation directly and report the results

on a Japanese corpus (EDR corpus [2]) and English cor-
pus (Wall Street Journal [6]). The perplexities of word-

based n-gram model on EDR corpus and Penn Treebank

are 153.1 and 203.5 respectively. And Those of class-based
n-gram model, estimated through our method, are 146.4

and 136.0 respectively. The result tells us that our clus-



tering methods is better than the Brown's method and the

Ney's method called leaving-one-out.

2. CLASS-BASED N-GRAM

MODEL

The class-based n-gram model [1] predicts a word se-

quence w = w1w2 � � �wk by the following formula.

p(w) =

kY
i=1

p(cijci�n+1ci�n+2 � � � ci�1)p(wijci);

where ci is the class which the i-th word belongs to.
In this formula, it is assumed that each word belongs

to a single class. The probabilities in this formula

p(cijci�n+1ci�n+2 � � � ci�1) and p(wijci) are estimated from
a corpus as follows:

p(cijci�n+1ci�n+2 � � � ci�1) =
N(ci�n+1ci�n+2 � � � ci)

N(ci�n+1ci�n+2 � � � ci�1)

p(wijci) =
N(wi; ci)

N (ci)
;

where N(x) represents the number of the event x occurred
in the learning corpus.

To cope with the data sparseness problem, the interpo-

lation technique [4] is also applicable to the class-based
n-gram model. In our case, this means to mix the class-

based n-gram model with other n-gram models of lower n

as follows:

� word-based n-gram model

p
0
(wijwi�n+1wi�n+2 � � �wi�1)

=

nX
j=1

�
w

j p(wijwi�j+1wi�j+2 � � �wi�1) (1)

where 0 � �
w

j � 1 and

nX
j=1

�
w

j = 1

� class-based n-gram model

p
0
(cijci�n+1ci�n+2 � � � ci�1)

=

kX
j=0

�
c

jp(cijci�j+1ci�j+2 � � � ci�1) (2)

where 0 � �
c

j � 1 and

nX
j=1

�
c

j = 1

The value of the coe�cients � is determined using a corpus

di�erent from that for the n-gram probability estimation

(held-out data). By this method, we must reserve a portion
of the limited learning corpus and estimate the probabil-

ities from a smaller corpus. As a result the estimation

may be less reliable. To avoid this disadvantage, a sophis-
ticated method, called deleted interpolation [4], has been

proposed. In this method the learning corpus is divided

into k partial corpora. For all possible combinations, we

use k � 1 corpora for the probability estimation and the
rest for the � value decision and let the �nal � value as the

average of the � for each combination and count n-gram
frequency again on the entire learning corpus.

3. WORD CLUSTERING

In this section, �rst we de�ne the relation between word

and class. Next, we explain the criterion function for clus-

tering. And last, we describe the search method of word-
class relation.

3.1. Relation between word and class

As described above, a class is a set of words. In addition

we assume that each word belongs to only one class. Then
a word-class relation is a function f : W 7! C, where W;C

are the word set and the class set respectively. Putting it

another way, the collection of the classes forms a partition
of the set W . Now, we de�ne the operation move(f; w; c)

as follows:

move the word w to the class c and return the
resulting word-class relation.

3.2. The objective function

The aim of the word clustering is to build a language

model with less test set perplexity without referring the

test corpus. As for estimation of interpolation coe�-
cient, the deleted interpolation method is known as the

best method. Accordingly we propose the following value,

which we call the average test set perplexity, as the crite-
rion of the word clustering

PP =

(
kY

i=1

PP (Mi; Ci)

) 1

k

; (3)

where Mi represents the n-gram model estimated from the
partial corpora except for the i-th corpus and Ci represents

the i-th corpus. In our case the corpora are constant and

n-gram models depend only on the word-class relation. It
follows that the average test set perplexity can be consid-

ered as a function of the word-class relation. From the def-

inition, the less the value is, the better the language model

is. Now the aim of the clustering is to �nd the word-class
relation which minimizes the average test set perplexity

de�ned by the formula (3).

There are some attempts at word clustering [1] [7].

Those researches propose the perplexity as the objective

function. Nevertheless it is calculated on the same corpus
as used for the model estimation. And they reported that

the resulting class-based n-gram model was worse than the

word-based n-gram model. Our method di�ers from those
researches in that we use the cross validation technique,

which is shown to be e�ective experimentally.
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Figure 1: Clustering algorithm.

3.3. Algorithm

The solution space of the word clustering is the set of all

possible word-class relations. The cardinality of the set is,

however, too enormous for normal word n-gram models to
calculate the average test set perplexity for all word-class

relations and select the best one. So we abandoned the

best solution and adopted a greedy algorithm as follows
(see �gure 1).

Let (w1; w2; . . . ; wn) as a list of the words sorted

in the descending order of frequency.

foreach i (1; 2; � � � ; n)
ci := fwig

f(wi) := ci

foreach i (2; 3; � � � ; n)

c := argmin
c2fc1; c2; ...; ci�1g

PP (move(f;wi; c))

if (PP (move(f;wi; c)) < PP (f )) then
f := move(f; wi; c)

The reason why the algorithm tries to move words with

higher frequency is that their move has more e�ect on the
average test set perplexity and it may be better to move

them at the early stage for faster convergence.

4. EXPERIMENTAL RESULT

We built a word-based n-gram model, a class-based n-
gram model and a POS-based n-gram model from the same

learning corpus and calculated the perplexity on the same

test corpus. In this section, we present the results and
evaluate our method.

4.1. Conditions

We used EDR corpus [2] and Wall Street Journal [6].

Table 1 is the size of the corpora. First we divide each
corpus into ten parts: nine are used as learning corpus and

one as test corpus. The models are built as follows.

Table 1: Corpus.

Japanese (EDR corpus)

Corpus #sentences #words

learning corpus 187,022 4,595,786
test corpus 20,780 509,261

English (Wall Street Journal)

Corpus #sentences #words

learning corpus 44,288 1,056,631

test corpus 4,920 117,135

� word bi-gram model

1. Estimate �1 and �2 in the formula (1) using the
deleted interpolation method

2. Count frequencies of wore bi-gram and word uni-

gram on the entire learning corpus.

� POS bi-gram model

1. Estimate �1 and �2 in the formula (2) using the
deleted interpolation method

2. Count frequencies of POS bi-gram and POS uni-

gram on the entire learning corpus.

� class bi-gram model

1. Estimate �1 and �2 in the formula (1) using the

deleted interpolation method

2. Estimate word-class relation by the clustering al-

gorithm

3. Estimate �1 and �2 in the formula (2) using the

deleted interpolation method

4. Count frequencies of class bi-gram and class uni-
gram on the entire learning corpus.

Unknown words are predicted by a unknown word model
based on the character bi-gram model. This part is com-

mon among the above three models.

4.2. Results and Discussion

Table 2 shows the perplexities of each model. The per-
plexity of the class-base bi-gram model obtained by our

word clustering method is lower than that of word-based

bi-gram model and POS-based bi-gram model. It follows
that our method is better than those proposed in [1] and

[7], in which they report that the perplexity of the ob-

tained class-based n-gram model is slightly higher that the
word-based n-gram model. There is another method [5],

called leaving-one-out method, based on the same idea as

ours. Contrary to ours, the result reported in this paper
is not promising: for a German corpus the obtained class-

based bi-gram model has higher test set perplexity than

the POS-based bi-gram model and for a English corpus the
obtained class-based bi-gram model has almost the same

perplexity on the test corpus as the class-based bi-gram

model proposed antecedently [1]. The main reason is that
the leaving-one-out method adopts some approximations

in order for diminution of the computational cost, e.g. it



Table 2: An experimental result.

Japanese (EDR corpus)

language model #states perplexity

word-based bi-gram model 59,972 153.1
POS-based bi-gram model 31 392.4

class-based bi-gram model 5,990 146.4

English (Wall Street Journal)

language model #states perplexity

word-based bi-gram model 27,423 203.5
POS-based bi-gram model 91 556.1

class-based bi-gram model 4,651 136.0

uses the class-based bi-gram model which is not interpo-

lated with uni-gram model during word clustering.

The number of states of the obtained class-based model
is 10.0% less than that of word-based model. This means

that the class-based model is also superior to the word-

based model in terms of the memory space. The size of
transit probability table of the class-based bi-gram model

used in the experiment is 0.998% smaller than the word-

based bi-gram model if the array is adopted for the imple-
mentation of the model because the size is proportional to

the number of states at the second power (bi-gram model).

The number of the non zero elements in the word-based
bi-gram model is 724,870 and that of the class-based bi-

gram model is 245,283. It follows that the reduction rate

of 33.8% is achieved if hash or linked list is used for imple-
mentation.

5. CONCLUSION

We have described a new word clustering method to ame-

liorate a word-based n-gram model. Extending the idea of
the deleted interpolation, our method have succeeded in

building a class-based n-gram model with lower test set

perplexity both in Japanese and in English.
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