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ABSTRACT

Many low bit-rate speech coders represent the spectral
envelope by an all-pole digital filter whose coefficients are

calculated by a form of linear prediction (LP) analysis. The

lower the bit-rate, the more critical will be the accuracy of the

spectral analysis for achieving good qualitgesgh. This paper

Princeton, NJ08540, USA

at 2.4 kb/s, as a means of efficiently representing the spectral
amplitudes.

2. ALL-POLE ENVELOPE MODELLING

2.1. Cubic Spline Interpolation Approach

compares four known techniques: a technique based on cubic All-pole spectral estimation may be carried out by applying

spline interpolation, DAP, MVDR, and iterative all-pole
modelling. First, the accuracy obtained for artificial and real

LP analysis to an autocorrelation function derived from the
power spectral envelope of a speech segment. An advantage

speech spectra is assessed for each technique by calculatingys this approach is that smoothing in the frequency domain

the degree of spectral distortion with reference to the spectral
envelope sampled at the pitch-harmonics. Then, each
technique is used to characterise the spectral amplitudes
generated by a 2.4 kb/s multi-band excitation (MBE) coder.
Results show that significantly better spectral accuracy is
obtained using DAP. However listening tests on MBE

may be applied to eliminate fine structure between pitch
harmonics which may otherwise affect the accuracy of the LP
analysis, especially at high orders or when forms of frequency
warping [3] are used for perceptual weighting. For this
technique, "cubic spline" polynomials are applied to
successive pairs of pitch-harmonics as identified in the short

encoded speech indicate that the advantage of DAP over the ;o magnitude spectrum of a voiced speech segment. This

other techniques is not strongly perceptible.

1. INTRODUCTION

Many low bit-rate speech coders parametrise the short term
spectral envelope of each speech segment as the gaimses

of an all-pole digital filter whose coefficients are calculated by
a form of linear prediction (LP) analysis [1]. The accuracy of
the spectral envelope analysis becomes a critical factor for
high quality speech at bit-rates below 4kb/s, as the residual
can carry less information than, for example, with higher bit-
rate CELP coders. It is known that the accuracy of the LP
analysis is affected, especially for higher pitch-frequencies, by
the under-sampling of the spectral envelope in the frequency-
domain, by pitch-period variation and by the influence of
spectral fine structure due to long term correlation. Reduced
accuracy can causenatural frame to frame variation of the

envelope, especially around formants, as the frequencies of the

pitch-harmonics vary. The accuracy can be improved by
spectral estimation techniques which take these efietts

fits a smoothed spectral envelope to the harmonic amplitudes
and from the corresponding power spectral envelope an
autocorrelation function is then obtained by means of an

inverse DFT. A standard linear prediction analysis algorithm

is now used to calculate the parameters of an all-pole digital
filter whose gain response approximates the required spectral
envelope.

2.2. Discrete All-Pole Modelling

This iterative technique [4] aims to produce an all-pole power
spectrum P(w) which minimises a discrete version of the
Itakura-Saito (IS) distance measure [4]:
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where w, for m = 1, 2, ..., L are the pitch-harmonic

account. Examples of such techniques are an approach basedfrequencies in the range O tar 2adians/sample an, is the

on cubic spline interpolation [3], discrete all-pole modelling
(DAP) [4], minimum variance distortionless response
(MVDR) [7] and iterative all-pole modelling (IAP) [9]. This
work is concerned with the suitability of these four techniques
for low bit-rate speech coding. Each of the techniques was
tested initially with artificial and real speech, the spectra
obtained being compared to the known magnitude spectra at
the pitch-harmonics. The techniques were then applied to a
version of multi-bandexcitation coding (MBE) [2] operating

power spectral density of the original speech at frequency
Minimising this distance measure will produce a different all-
pole model from that produced by conventional LP which
minimises a continuous IS distortion measure [5], and is
therefore affected by the spectral energy between the
harmonics. The larger the number of harmonics the closer will
be the envelope parameters produced by both methods. Let

P(w) be the power spectrum of & prder all-pole transfer
function, i.e.
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with & not necessarily equal to 1. Substituting ﬂé(w) in
equation 1 and settingE/0a, =0 fork =0, 1, ..., p gives:

p
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Note that a= 0 for i = 0, 1,..., p is not a solution to (3) as
Is(w) would be infinite. It is also unlikely that a set of a

coefficients can be found to makeR[k] =R[K] for

k=0, 1..., p. The proposed iterative method [4] addresses this
set of non-linear equations by writing:
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Equation 6 is evaluated to obtain the sequéhet] for a set

of coefficients ay = § close to the required ones, initially

To do tRigy)at

W=y, ...,w and thenR[k] for k = 0,1...p, may be derived

from equations 2 and 5 respectively. Equation 7 is then solved
to obtain a new set of coefficientswehich, in general, will be

closer to the required ones than thedset To begin a new
iteration, set

derived by standard LP analysis.

g(new=(1-a)a +ag fori=0,1,...,p (8)
wherea is a “damping” factor between 0 and 1 (typically 0.5).
Equation 6 is re-evaluated fa = & (new) and the process

continues until E (equation 1) becomes sufficiently small.
Alternative ways of solving equation 3 may be found

To explain the idea of DAP, it is easily shown that
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thus revealing theﬁ[—k] is a form of impulse response which
corresponds to the complex conjugate of the all-pole spectrum
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1/A(er) down-sampled at the pitch-harmonic frequencies.
In comparison to the true impulse-response corresponding to
1/ A(er) it will have suffered aliasing in the time-domain,
since the number of pitch-harmonics is insufficient to

accurately characterise the shape of the envelope. If the true
vocal tract transfer function has the power spectrum),P(
R[K] will be a similarly distorted version of the corresponding
autocorrelation function. The ideal is to find coefficients a
such that the aliassed autocorrelation function R[K]

corresponds to the similarly aliassed impulse-resptifkgof
1/A(z) .

2.3. MVDR Approach

The minimum variance distortionless response (MVDR)
method is an adaptation of Capon’s Maximum Likelihood
theorem [8] commonly used in array processing. An
application of this method [7] estimates the power spectrum at
the pitch-harmonics by calculating the array of output powers
that would be obtained if the input signal were applied to a
parallel bank of I" order FIR bandpass filters whose centre
frequencies are the pitch harmonics. The impulse respgnse h
= {h,[0], hy[1], ..., hy[L]} of each of the L filters is
calculated such that the pass-band gain is unity and the output
power over the range 0 tot2

p
m

dw

2
‘ (10)
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is the minimum possible. It may be shown [8] that the
required impulse response for each m is

hn = Rled(en"Ren) (11)

whereR is the (L+1) by (L+1) autocorrelation matrix for the

given speech segment, angd e {1, g™, gZm gliemy
It follows that
P = hi'Rhy = 1/(&"R'en) (12)

which is easily calculated for each min the range 1 to L. This
approach produces accurate power spectral estimates which
are likely to be less affected by pitch variation and frequency
domain sampling than direct DFT methods. To obtain an all-
pole parametrisation, an order reduction procedure, involving
the calculation of an autocorrelation matrix from the estimated
power spectrum, and applying standard LP analysis to this is
used to obtain the all-pole parameters.

2.4. lterative All-Pole Modelling

This technique [9] first calculates the parameters of a standard
LP synthesis filter of order M say. A gain factor is then
computed which brings the gain response of this filter as close
as possible to the amplitudes of the true harmonics. The
differences between the true harmonics and the scaled gain
response at the frequencies of the harmonics are then added to
the scaled gain response, and the corresponding power
spectrum is inverse DFT transformed to obtain a new auto-
correlation function. Standard LP analysis is how applied to
this new auto-correlation function, truncated to the order of
the required LP filter. The new synthesis parameters thus



obtained are again used to calculate an appropriate gain factor,
and the scaled gain response is modified as before. This
iterative procedure is continued until the discrete IS distortion
(equation 1) between the LP spectrum and the true harmonics
shows that significant improvements are no longer being made
at the harmonic frequencies. In minimising the error function
this technique is iterating towards an interpolation function
with an all-pole shape rather than the flatter shape produced
by the cubic spline method.

3. INVESTIGATIONS

3.1. Testing with Artificial Speech

To investigate each spectral estimation technique, segments of
artificial voiced speech were generated by exciting a sixth

3.2. Tests with Real Voiced Speech

Each technique was tested with spectra derived directly from
segments of real speech, with a mostly voiced content. Tenth
order analysis was now used. Again IS and LSD measures
were used to examine the degree of spectral distortion with
reference to a DFT spectrum for short, medium and long
pitch-periods.  The results (Table 2) show that again,
according to both distance measures, DAP is significantly
better than the other techniques. This is especially true for
short and medium pitch-periods. For the other techniques IAP
and MVDR show some improvements over CS and LP. A
small amount of frame to frame averaging reduces the
overestimation of formant amplitudes referred to earlier and

improves DAP and IAP still further.

order all-pole synthesis filter with an impulse train. Pitch
periods in the range 2.5ms-12.5ms were used, and simulated

formants were produced typical of a range of different vowel
sounds. The pitch-periods were grouped into ‘short’ (2.5ms-
5.6ms), ‘medium’ (5.6ms-8.1ms) and ‘long’ (8.1ms-12.5ms).

The discrete IS and the log spectral distortion (LSD) measures
(equations 1 and 13) were used to measure the differences

between the estimated and true spectra at the pitch harmonics
The error measurements obtained for each set of pole
positions were averaged for each of the three pitch period

PITCH |MEASURE| LP | DAP | MVDR | CS | IAP

SHORT | LSD (dB) | 6.5 | 2.26 | 4.32 |6.06]5.38
IS 0.68 1 0.12 | 0.29 |0.58|0.55

MEDIUM | LSD (dB) 6 252 ] 455 |5.23]5.12
IS 0.57 1 0.13 | 0.35 |0.47|0.49

LONG | LSD(dB) | 6.1 | 3.46| 552 |5.41]5.04

IS 0.55]10.22 | 0.46 |0.46]|0.39

ranges. In all cases, the order of the all-pole estimation was
six, i.e. the same as that of the synthesis filter. These tests
demonstrated how spectral accuracy varies with pitch-period
for each technique. The results of the tests are given in table
1.

1L . 2
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PITCH |MEASURE[LP | DAP | MVDR | CS [IAP
SHORT | LSD (dB) | 7.3| 0.14 | 28 [4.9]209
IS 1 |0.0006| 0.38 |0.46[0.19
MEDIUM| LSD (dB) |4.7| 0.15 | 1.1 |36]| 3
IS |0.45[0.0006| 0.3 [0.26]0.19
LONG | LSD(dB) [3.4]| 0.16 | 23 |34| 3
IS |0.29[0.0008 | 0.12 |0.23]0.19

Table 1: Table of averaged spectral distortion results for
short, medium and long pitch periods.

According to both measures, DAP provides by far the best
spectral fit at all pitch periods, the accuracy being largely
independent of pitch. MVDR outperforms IAP according to
the LSD measure but not according to discrete IS except for
long pitch-periods. CS is better than standard LP, and the
accuracy of CS and LP techniques improve significantly as the
pitch-period increases. A known problem with iterative
techniques such as DAP and IAP is overestimation of the
formant amplitudes when the order of analysis is higher than
necessary. CS and MVDR do not have this problem.

Table 2: Table of results of estimation technique using a 10th
order all-pole model to create the speech envelope.

4. LOW BIT-RATE MBE

The modified LP-MBE algorithm [9] operates at 2.4 kb/s with

a frame-rate of 20ms and the spectral amplitudes for each
frame modelled by a tenth order all-pole synthesis filter
parametrised by quantised LSP coefficients. IAP has
previously been used [9] to derive the filter coefficients. A
means of deriving a phase spectrum for LP-MBE from the
encoded magnitude spectrum has also been investigated [10],
and is expected to benefit from increased accuracy in the all-
pole model. An investigation was carried out to compare the
effectiveness of IAP for this purpose with standard LP
analysis and each of the 3 alternative techniques referred to
above. To test the performance of each of the techniques,
objective measures were derived and informal listening tests
were performed.

Overall performance scores, indicating how well each
technique modelled the MBE spectral amplitudes, was
obtained by averaging the LSD distances (equation 13)
between the MBE amplitudes and corresponding samples of
the all-pole envelope over approximately 5 second segments
of mostly voiced speech. Separate scores were obtained for
male and female speech segments.

The results in table 3 show that although DAP is still the most
accurate technique, the advantage appears not to be as
significant as it was for spectra derived directly from artificial

or real speech. The results show that IAP also performs well
in modelling the IMBE amplitudes for both male and female



speech. The CS and MVDR techniques show little
improvement over the LP technique.

Spectral estimation |[LSD for male |[LSD for female
technique speech speech
LP 5.25dB 5.43dB
CSs 5.2dB 5.46dB
DAP 4.25dB 4.58dB
IAP 4.52dB 4.86dB
MVDR 5.39dB 5.34dB

Table 3: Results for objective measures of MBE decoded
speech.

Conclusions from preliminary informal listening tests carried
out using for male and female speech segments correlated
broadly with the objective scores. Compared with the standard
LP algorithm, all techniques showed some improvement, but
the differences between the 4 alternatives were difficult to
discern.

CONCLUSIONS

The accuracy of the all-pole spectral model normally provided
by classical LP analysis can be significantly improved by
applying alternative spectral estimation methods. Of the 4
alternatives investigated, DAP was found to be the most
accurate when applied to artificial speech or directly to real
speech spectra. When applied to a low bit-rate LP-MBE coder
the advantages of DAP over the other 3 alternatives appeared
to be less significant.
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