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ABSTRACT posed to segmental labelling, where by now automatic la-

o ) . belling procedures building on speech technology are ap-
One Ilmltatlon in prosody research is the lack of Sumc'enbroaching human labelling accuracy and are able to pro-
prosodically labelled speech data. In this paper, we presefjice huge amounts of segmentally labelled speech data,
research on an automatic labelling system that is able jg er research was done in automatic prosody labelling
produ.ce a phonologlcal tonal labelling according to’thrﬁ& 11, 3]. In this paper, we present an automatic proce-
ToBl like intonation model for German developed b ;e that produces a phonological tonal labelling according
The system is not totally dependent on the specific lang 16 ToB] like intonation model for German developed by
guage and/or labelling system, as it uses corpus based teglity 14, 6]. Disregarding downstep, the tonal tier of this
niques such as an HMM based word, syllable and phonemg, o jing system consists of five underlying pitch accents,
segmentation and a decision tree learning algorithm (C4.E;H H*L. L*HL. HH*L and H*M as well as four further
for the phonetic-phonology mapping. The current systepelg |« Hx _H and ..L that are available in the surface

was trained on about 1 hour of expert prosodically labellegdy, .y re that the prosodic labelling describes. For mark-
speech from a single male radio news announcer. Wgy nrosodic phrase structure, the system has four boundary
present experiments for flndlng a swtab!e feature set dra"YE‘nes, %, H%, L% and As both a pitch accent label and a
from features that descrllbe the prosodp correlates fu”dﬁﬁrase boundary label can be associated with the same syl-
mental frequency, duration and intensity as well as SONi&hle. the task is to predict paipse ((pitch accent labels

lexical and syntactic features. With the best feature se {}}) x (boundary tone labels {{}})) for every syllable.
we achieve a recognition rate of 78.7% for speaker depen-

dent recognition of ToBlI labels (simultaneously predicting 2 ARCHITECTURE

prominence and phrasing) and 86.9% for the simpler ac-

cented/not accented decision. Although the system’s aca@enceptually, the system consists of three layers, acoustic,
racy is well below that of human transcribers, it is a usefubhonetic, and phonological. The acoustic layer deals with
tool actively used in our laboratory due to it's ability to pro-continuous data, while for both the phonetic and phonolog-
cess large amounts of speech data at low costs. ical layers, the syllable is the basic unit of measurement.

Figure 1 gives an overview about the system’s components.
1. INTRODUCTION The elements of the phonetic layer, right in the middle of

At present, we do not fully understand the meaning speakg. 1, are derived from the acoustic layer by several system
ers encode with prosody. In order to better understand tGe@mponents.  First, the automatic segmentation system
role pitch accents and phrase boundaries play in commurifphons, which is based on HTK and the German part
cating meaning from a speaker to a hearer, we need pros@dithe CELEX lexicon [1], segments the speech data into
ically annotated speech corpora at an adequate level of agords, syllables and phonemes [8, 10]. From these seg-
straction so that we can check and find hypotheses abdugntations, duration parameters are extracted as the first
how prosody relates to syntactic structure, semantics aggoup of features in the phonetic lay&ur-DistToNextP
pragmatics. In our opinion, the tone sequence model of irgives the distance (in seconds) to the next detected speech
tonation [2] respectively the German counterpart we use Ppause, the length of it is given iDur-LenOfNextP.
our research [4, 6] is sufficiently abstract. However, buildFrom a statistic of phoneme lengtbsr-SylLenExpected

ing up a database with a tonal labelling is very much works calculated by summing the mean durations over all

and, as it requires phonetic expertise, rather expensive. dpe phonemes that are contained in a syllable. Further
to that the actual syllable duration from the syllable

*The author is now with Sony International (Europe) GmbH, Euro-
pean R&D, Adv. Developments, Stuttgarter Str. 106, 70736 Fellbach, L% and - are not included ingfy’s analysis and were introduced into
Germany. the system by Mayer [6].
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Figure 1: An overview of the system.

segmentation is contained irDur-SylLenMeasure. Int-RMSO0-500, Int-RMS500-1k, Int-RMS1-2k andInt-
Dur-SylLenRelative is the ratio of the previous two RMS2-4k complement the energy contained in individual
attributes and indicates the degree to which a syllable ®ib-bands of the spectrum and were also normalized to the
longer or shorter as expected. Similar features were alswerall energy. As a last feature to describe intensity,
calculated for the syllable nucleus instead of the syllabl&VordStressGuesswvas used. It is the binary output of a
Dur-NucLenExpected gives the mean duration of the classifier trained with C4.5 on the task of predicting lexical
syllable’s nucleusDur-NucLenMeasure the actually oc- word stress from 12 Mel frequency cepstral coefficients
curring length andur-NucLenRelative, again, their ratio. taken from the center of the nucleus vowgl0]. On a

different corpus, this classifier approaches performance of
Second, the fundamental frequency estimated by tr@nother classifier predicting word stress from the two most
ESPS pitch tracker is parameterized into 7 phoneticallgnportant correlates of spectral tilt, ‘skewness’ and ‘rate
interpretable parameters per syllable [9], utilizing thedf closure’ for which the data was extracted from speech
syllable segmentation of Alphons. They describe the pitcéignals by a phonetic expert [10].

movement in a two syllable window and add to the dura- . .
tional phonetic features. The Bf a two syllable window From the features of the phonetic layer, a phonological de-

is approximated by a superposition of three function§cripti°” of intonation, i.e. ToBI-Labels, is predicted by a
decision tree. In addition to the phonetic features, the clas-

a tanh(z), an e " and a constant function. The sever! 'ﬁier is given access to four lexical features also produced
arameters that describe the approximating superpositi .
P bp g superp éy Alphons and one syntactic featureLex-NucType

of functions can be algorithmically extracted from the

F, estimated by the ESPS pitch trackef,-TonalDiff gives a classification of the nucleus type into short, long,
correlates with the height of a rise or fally-TonalSteep diphthong or schwal.ex-Nucvowel gives the phoneme

with the steepness of a rise or fal,-TonalAlign with of the nucleusLex-WordStressis a binary feature that is
the position at which a rise or fall oc[i:uEg-PeakHeight true for syllables with associated word stress, for words not

with the height of a peak (or the deepness of a valley ontained in the lexicon (Alphons generates pronunciations

Fo-PeakSteepwith its steepnessky-PeakAlign with its nbor sthﬁ;;ewr:tzsg;?shﬁ:] de tgrghsct)rneesz]e'I?r?envec)rss'lt(')cr)]nrglleti)é
temporal alignment, anfy-Level with the overall i level. y '9 W ) positi

syllable in the word is determined lhex-Syls2WordEnd

. . . . . as the number of syllables that follow up to the next word
Ellsg:trgfee ?:Ejnrge?odaessggg:ggt;gin'r;tfe:f;%r?sre_ris’etm%tﬁgmti%oundary. As the only syntactical information, part of
segmentation is used to find the syllable nuclei portionSpeech tags are produced by Schmid's part of speech tagger

of the signal, on which all intensity estimations are based. 2] and are included in thByn-PartOfSpeechattribute.

Int-RMS0-8k gives the mean energy over the syllable’sThe decision tree for the phonetic-phonology-mapping is
nucleus. Overall energy was not adjusted from news stogenerated automatically from a database of expert prosodi-
to news storyInt-RMS2-8k andInt-RMS4-8k were used  cally labelled speech by C4.5 [7]. The use of corpus based
for a description of spectral tilt, they were normalized wrt.

overall energy to give the amount qf energy found in t_he 2the point that is equidistant to both nucleus start and end, not the point
band above 2kHz or 4kHz respectively. The remaininghere maximum intensity is reached




techniques such as the HMM based word, syllable and
phoneme segmentation and the decision tree learning algo-
rithm makes the presented system not totally dependent o
the specific language and/or labelling system used. How-
ever, the approach requires the existence of training data.
For our experiments, we use more than one hour of pro-

References

] R. H. Baayen, R. Piepenbrock, and H. van Rijn.
The CELEX Lexical Database (CD-ROM) Lin-
guistic Data Consortium, University of Pennsylvania,
Philadelphia, PA, 1993.

fessionally read, real life German radio news stories by g2] M. E. Beckman and J. B. Pierrehumbert. Intonational

single male announcer. It was gathered from Deutschland-
funk via Digital Satellite Radio in very good quality. The

speech material was transliterated, automatically word- an
syllable-aligned and a full prosodic labelling according to
[5] was performed. The available speech material was di-
vided into a training and a test set consisting of 10445 resp.

2436 syllables and was kept constant for all runs.

3. EXPERIMENTS

We carried out a number of experiments to optimize recog-

structure in Japanese and Englighhonology Year-
book 3:255-309, 1986.

?3] N. Campbell. Autolabelling Japanese ToBI. l@-

SLP96 Proceedings Fourth International Conference
on Spoken Language Processim@ages 2399-2402,
October 1996.

[4] C. Féry. German Intonational PatternsNiemeyer,

Tlbingen, 1993.

[5] J. Mayer. Transcribing German intonation — the

Stuttgart system. Manuscript, Univ. Stuttgart, 1995.

nition performance by adding or removing acoustic, syn-[6] J. Mayer. Intonation und Bedeutung. Aspekte der

tactic or lexical information. The investigated sets of fea-

tures and the recognition rates are reported in table 1.

The results are interesting from a phonetic point of view.
The major findings are that, at least for the given data, nong]
of several intensity measures contributed to recognition ac-
curacy, not even the features that try to represent spectrg] S. Rapp.
tilt (first group in table 1). As can be seen from the second
group of experiments, this also holds when the durational
features are missing. Also, including part-of-speech-tags as
features did not improve recognition accuracy as the third
group of table 1 shows. The next set of experiments show,
that part-of-speech information certainly contributes, when
we do not have access to acoustic measurements as it wo
be the case for prosody label generation for text-to-speec
Possibly as a consequence of the rather small amount of
training data, adding features of surrounding syllables did

Prosodie-Semantik-Schittstelle im DeutscHisser-
tation, Institut fir Maschinelle Sprachverarbeitung,
Universi@t Stuttgart, 1997.

J. R. QuinlanC4.5: Programs for Machine Learning
Morgan Kauffmann, San Mateo, CA, 1992.

Automatic phonemic transcription and
linguistic annotation from known text with Hid-
den Markov Models / An aligner for German. In
Workshop “Integration of Language and Speech in
Academia and Industry”"Moscow, November 1995.
ELSNET goes east and IMACS. http://www.ims.uni-
stuttgart.de/"rapp/aligner.ps.gz.

ng] S. Rapp. Goethe for prosody. I€SLP96 Proceed-

ings Fourth International Conference on Spoken Lan-
guage Processingages 1636—-1639, October 1996.

notimprove accuracy either which can be seen from the rgt0] S. Rapp. Automatisierte Erstellung von Korporérf

sults of the fifth group. Finally, and in disagreement with

previous findings, syllable duration measurements outper-
formed nucleus duration measurments. The results must be
interpreted carefully because they are not based on a large
population of speakers, and might depend on the way thi

specific database was collected.

4. CONCLUSIONS

The system achieves accuracy of 78.7% for speaker de-
pendent recognition of ToBI labels (predicting accents and
phrase boundaries simultaneously), and 86.9% for the si
pler accented/not accented decision. The system s in active
use in laboratory research due to it’s ability to process large
amounts of speech data at low costs, although the system'’s

accuracy is below that of human labellers.

die Prosodieforschung PhD thesis, University of
Stuttgart, Institutdir maschinelle Sprachverarbeitung,
1998.

1] K. N. Ross. Modeling of Intonation for Speech Syn-

thesis PhD thesis, Boston University College of En-
gineering, 1995.

[12] H. Schmid. Improvements in part-of-speech tag-

ging with an application to German. IRroceed-
ings of EACL SIGDAT-Workshoublin, Ireland,
1995. ftp://ftp.ims.uni-stuttgart.de/pub/corpora/tree-
tagger2.ps.gz.

3] C. W. Wightman and M. Ostendorf. Automatic la-

beling of prosodic patternslEEE Transactions on
Speech and Audio Processjif4):469—-481, October
1994,



Table 1: Experimental results for various feature sets. Results are reported for two settings of the decision tree induction
program. The first, which has prepruning set to 2 is the default setting of C4.5. With the second, by setting prepruning to

5, the algorithm is forced to generalize moderately stronger.

In the table,oc means that the feature of the syllable is available to the decision tree learning algeridemotes that

the same feature of the previous syllable is added to the set of available features asremibsents cases in which the

same feature of the next syllable is addédenotes that all three features, that of the current, previous and next syllable
are available. In the case of the Syn-PartOfSpeech feature, the little arrows refer to the next and previous word instead of

syllable.
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