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ABSTRACT [4] in order to reject these sentences. The keyword models model

the data from the keywords and the anti-keyword models model
Utterance verification is used in spoken language dialog systefie data that is not the keyword.

to reject the speech that does not belong to the task and to cor-

rectly recognize the sentences that do. Current verification sys- 2. Utterance Verification

tems use context dependent (CD) or context independent (Cl)

subword models and CI anti-subword models. We propose mamRecent algorithms in utterance verification, [5] - [8] are often for-
methods of modeling the CD anti-subword models. We have conmulated as statistical hypothesis testing. At the subword level,
pared these anti-models and show that the anti-models with tiigis involves verifying that the subword is actually present in the
same context have the most separation between the speech #mech segment using the subword and the anti-subword models.
contains the subword and the speech that does not contain thige subword likelihood ratio of the null and the alternate hypothe-
subword. We have also conducted redtign/verification exper-  sis is used for this purpose. The null hypothdgisrepresents the
iments with a two pass verifier and two one pass verification sysnput speech containing the given subweid The alternate hy-
tems to compare the different types of anti-subword models. OwothesisH; represents the input speech not containing the given
results show that the same context anti-subword models have tagbword. The optimal hypothesis test involves the evaluation of
best recognition/verification performance. the likelihood ratio

1. INTRODUCTION ¢,y — L(O[Ho)
The performance of speech recidgm systems have been im-
proving steadily in the last decade. Accuracy of these systems hakereO is the sequence of speech observation veciqi®| Ho )
reached an acceptable range, making possible many applicatioissthe likelihood of the observation sequence given the subword
such as, operator services in telephony, database access in cragfiothesis for the subwors}, and L(O| 1) is the likelihood of
card information services, call centers and so on. These systethe observation sequence given the non subword (anti-subword)
have perform reasonably well when the user speaks the wordshigpothesis. The hypothesis test is performed by comparing the
the system's vocabulary, following the grammatical syntax impldog 7'(O; Si) to a predefined critical threshold. The perfor-
mented by the system. However, when the speech contains @nénce of such a system depends on how good the models and the
of vocabulary words or does not conform to the task gram maanti models are. Currently utterance verification systems use con-
there is usually a substantial performance degradation. As speaekt independent (Cl) anti models for the phones, even though the
recognition systems proliferateaching many users, they often subwords are modeled by context dependent (CD) phones. The
have to deal with natural spontaneous speech. Users néigiam goal of this paper is to expand the anti-subword models to im-
with the system may respond with unconstrained speech, hesifrove the performance of the utterance verification system.
tions, filler words, and out of vocabulary words. They may even
respond with speech that does not belong to the task at hand (out 3. Context Dependent Anti-Subword
of task sentences). A spoken dialog system has to handle grace- Models
fully all such speechinput. In [1] Kawahara, Kitaoka and Doshita

have explored one such system. Such a system has to corre@yntext Independent (Cl) subword models model the basic phone
recognize the spoken sentences that conform to the implemeniggis of speech. The Context Dependent (CD) subword model for
grammar, containing only the vocabulary words (in-grammarkne phone, X «Y models the phonewith the left contextX and

This has to also correctly recognize the words even when the ifse right context’. The CD anti-subword model for the subword
put sentences do not follow the grammar constraints and/or haygit X« should model all the data that does not have the label
other extraneous words, such as fillers, hesitations, etc. (out-of=,y . We propose using context dependent anti-models in which

grammar). Further, it has to reject the speech that does not beloggeh subword unik « Y can be modeled in the following ways:
to the task (out-of-task) [2]. In order to reject the out-of-task sen-

tences, or recognize correctly when out-of-grammar sentences are
spoken, utterance verification is used. This is a process that ver-
ifies that the recognized words are actually in the input speech.
A two pass classifier for utterance rejection using a keyword/non-
keyword classifier is discussed in [3]. Recent utterance verifica-
tion systems use both the keyword and the anti-keyword models

¢ using all the data with label other thaf« Y. In this
case the CD anti-subword model for the CD subword
unit X«Y, is modeled by using the data for all the
subword unitsXaY’, whereX # X, ora # a, Of
Y # Y. These CD anti-subword models will be
refered to as the type "ALL".



e using data with the same phone label but in dif- 5. Utterance Verification Experiments

ferent context. Here the CD anti-subword model

for the subword unitX«Y is modeled by the data The various types of CD anti-subword models have been tested
from the subword labeKaY, whereX # X, or Using a spoken language dialog system [2] for a car reservation
V £ Y. These anti-models will be known as of the task [9], [10]. Here the input speechiis first recognized using the
type "SAMEPH". sentence grammar and the subword HMM models. Then the indi-
using data with label of other phones in the samé’idual word segments are verified u§ing the _anti-subword models.
context. The anti-models for the urifaY is mod- ' ne subword level scores are combined to yield the the word level
eled by the data with labekKaY, wherea # a. scores. A log confidence measure is defined as

These anti-models are designated as of the type low 8(C' M ) 1 3

"SAMECTX". 0g (CMy) = log 1+ exp(—LLRy) ®)
¢ using data from other phones in any context. The ] _

anti-models for the uniX «Y is modeled by the data wheres(C M) is the confidence measure for the subwsydand

from XaY, wherea # a. These will be refered to LLRp is the log likelihood ratio for the subworsl,. The word

as of the type "OTHER". level Confidence score is given by
Each of the above four types of CD anti-subword models can be log §(CM,,) = 1/N Z §(C M, (n)) )

modeled in the following two ways.

n

e using all the data available; whereN is the number of subwords in the woud A threshold

e using only the data from the most confusable subword unit®ased rejection on the word level confidence score is used to reject

If only the most confusable subword units are used, we will desigthe sentences.

nate them as the type mentioned above. If all of the data is used for
the type "ALL", it will be very much the general speech garbage
model. Forthe "OTHER” type, when all of the data is used, it will
e e e oo e, [ ALt 55 7657 ez t20] 703
’ . SAMECTX || 36.23| 79.37 | 45.26 | 25.40 | 74.77
known as of the type "ALSMCTX". For the same phone type , if SAMEPH 2390 | 75411 42111 1270 | 70.62

[Ant-Model | FA | ING | OOG | OOT | ACC ||
ALSMCTX || 30.98 | 80.32 | 56.84 | 47.62 | 77.28

all the data is used we will refer to it as "ALSMPH”. In this paper OTHER 4157 | 7741 | 4158 | 12.70 | 72.35
we will study all of these types of CD anti-subword models. We ALL 4349 75.78 | 4158 | 12.70 | 70.90
will present their analysis and the recognition/verification results Cl 3754 79.42| 49.47| 31.75| 75.37

with these models.

4. Comparison of Context Dependent Table 1: Utterance Verification Results
Anti-Subword Models

In this paper we present the utterance verification results on the

In this section, we compare the different types of CD antiTIME subtask of the car reservation system. All the data for this
subword models with respect to how well they separate the datask was collected over the telephone and spoken by the general

from the non-data using the null and the alternate hypothesis. Thablic. There are 818 in grammar (ING), 110 out of grammar

log likelihood ratio of the null and the alternate hypothesis, (O0G), 63 out of task (OOT), and 991 total sentences in this
LLR = log T(O; 5¢) = log L(O|Ho) — log L(O|H:)  (2) database. This subtask has 51 key words and many out of vo-

cabulary words in the database. The semantic slots are 1895 ING,
is used as the mis-classification measure. The probability density

of this measure is plotted in the Figures 1 - 6.

A comparison of these figures show that the anti-models of the
type "ALSMCTX" have the smallest overlap and hence the largest
separation of the data (speech containing the subword) from the o1/ daw:soiia
non data (speech not containing the subword). The "SAMECTX”
and the "OTHER” type have smaller overlaps than the types
"ALSMPH”, "SAMEPH”, and "ALL". The types, "ALSMCTX",
"SAMECTX”", and "OTHER" contain the central subword unit
different from the subword unit for which the anti-models are be-  o.0sr
ing modeled. The types, "ALSMPH", "SAMEPH", and "ALL"
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contain the same central subword unit as the the subword unit
for which the anti-models are being modeled. Thus the confu- B ‘ \ \ ) ‘ ‘ ‘
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sion between the subword model and the anti-subword model is Misclassification Measure

much more for these types leading to a bigger overlap. This is N _ _ o
also shown to be the case when these models are used in recodigure 1: Probability density of the Misclassification Measure for
tion/verification as will be shown in the next section. the CD Anti-Subword Models of the type ALSMCTX.



190 OOG, 63 OOt and 2148 total. The verification results arance verification results from a two pass recognition/verification
shown in Table 1. From the table, it can be seen that the ALSMsystem and from two one pass hybrid verification systems. These
CTX type of CD anti-models has the best performance for all theesults show us that modeling the CD anti-models using data from
categories, including False acceptance (OOT results are OOT the same context is better than any other type of anti-model. We
jection numbers, the rest are correct recognition numbers). Tlage currently extending this work to model the anti-models using
SAMECTX type and the CI (Context Independent) are the nexhinimum verification techniques to further improve their perfor-
best in performance. The types ALSMPH, SAMEPH, and ALLmance.

types perform at levels less than the other types. These results

confirm the analysis presented in Section 4. 8. REFERENCES
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Figure 2: Probability density of the Misclassification Measure forFigure 3: Probability density of the Misclassification Measure for
the CD Anti-Subword Models of the type ALSMPH. the CD Anti-Subword Models of the type SAMECTX.
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Figure 4: Probability density of the Misclassification Measure for

the CD Anti-Subword Models of the type SAMEPH.
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Figure 5: Probability density of the Misclassification Measure for

the CD Anti-Subword Models of the type ALL.
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Figure 6: Probability density of the Misclassification Measure for

the CD Anti-Subword Models of the type OTHER.
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[ Ant-Model | FA | ING | OOG | OOT | ACC |
I Decoding [
ALSMCTX || 26.64 | 86.65| 36.84 | 65.08 | 81.61
ALSMPH 29.06 | 83.38 | 44.21 | 66.67 | 79.42
SAMECTX || 29.47 | 82.43 | 47.89 | 65.08 | 78.86
SAMEPH 30.47 | 78.63 | 48.42 | 69.84 | 75.70
OTHER 35.52 | 82.59 | 29.47 | 52.38 | 77.00
ALL 31.18 | 78.52 | 50.53 | 68.25 | 75.74
Cl 26.03 | 85.28 | 50.00 | 66.67 | 81.61
[ Detection I
ALSMCTX || 24.02 | 88.02 | 58.42 | 65.08 | 84.73
ALSMPH 27.14 | 84.85| 56.32 | 65.08 | 81.75
SAMECTX || 26.44 | 84.12| 61.05| 65.08 | 81.52
SAMEPH 28.15| 80.53 | 57.37 | 69.84 | 78.17
OTHER 33.10 | 83.96 | 47.37 | 52.38 | 79.80
ALL 28.25| 80.16 | 57.89 | 68.25 | 77.84
Cl 23.31| 87.02 | 62.63 | 66.67 | 84.26
I Post Process Rejectio |
ALSMCTX || 23.31| 87.97 | 63.16 | 69.84 | 85.24
ALSMPH 26.74 | 84.59 | 61.58 | 65.08 | 81.98
SAMECTX || 25.03 | 83.11| 65.26 | 69.84 | 81.15
SAMEPH 27.95| 80.42 | 59.47 | 69.84 | 78.26
OTHER 32.59 | 83.85| 51.05 | 52.38 | 80.03
ALL 27.95| 80.16 | 61.58 | 68.25 | 78.16
Cl 22.20 | 86.49 | 66.32 | 69.84 | 84.22

Table 2: Utterance Verification Results with Ordinary Hybrid De-

coder
[ Ant-Model | FA | ING | 0OG | OOT | ACC |
I Decoding [
ALSMCTX 27.24 | 86.60 | 40.53 | 65.08 | 81.89
ALSMPH 30.07 | 83.11 | 47.89 | 63.49 | 79.42
SAMECTX || 27.85| 82.96 | 48.95 | 66.67 | 79.47
SAMEPH 31.38 | 78.42 | 51.05| 69.84 | 75.74
OTHER 35.32 | 83.38 | 31.05| 52.38 | 77.84
ALL 29.77 | 79.00 | 51.05| 68.25| 76.21
Cl 25.33 | 86.12 | 52.63 | 66.67 | 82.59
(I Detection [
ALSMCTX 24.72 | 88.02 | 56.32 | 63.49 | 84.50
ALSMPH 27.24 | 84.85| 57.37 | 63.49 | 81.80
SAMECTX || 24.62 | 84.96 | 60.53 | 65.08 | 82.22
SAMEPH 29.77 | 79.95| 55.79| 69.84 | 77.51
OTHER 32.80 | 84.64 | 48.42 | 52.38 | 80.49
ALL 28.05| 80.42 | 56.32 | 68.25| 77.93
Cl 23.01 | 87.44 | 64.74 | 66.67 | 84.82
I Post Process Rejectio [
ALSMCTX 23.71| 88.07 | 60.00 | 68.25| 85.01
ALSMPH 26.84 | 84.91 | 62.10 | 63.49 | 82.26
SAMECTX || 24.32 | 83.64 | 64.21 | 65.08 | 81.38
SAMEPH 29.67 | 79.68 | 57.37 | 69.84 | 77.42
OTHER 32.19 | 84.54 | 52.63 | 52.38 | 80.77
ALL 27.75| 80.47 | 57.89 | 68.25| 78.12
Cl 21.90 | 86.86 | 67.37 | 71.43 | 84.68

Table 3: Utterance Verification Results with Extended Hybrid

Decoder



