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has already been used in a number of studies on intonation (e.g.

ABSTRACT [17] [2] [16)).

We present a prosodic corpus in five languages (French, 2. RECORDINGS

English, Italian, German and Spanish) comprising 4 hours and

20 minutes of speech andvblving 50 different speakers (5 The recordings of the multi-lingual corpus are drawn from the
male and 5 female per language). The recordings on which tHelROM 1 speech database, developed within the Esprit SAM
corpus is based are extracted from the EUROM 1 speeploject) “Multi-lingual Sgech hput/output Assessment,
database and consists of passages of about five sentences. Nlethodology and Standardisation”) [4]. We used only a subset
corpus was stylized automatically by an algorithm which factorsf the database, consisting of passages read by ten speakers in
out microprosodic effects and represents the intonation contagsich laguage (the "Few talker set").

of utterances by a series of target points. Once interpolated by a )

smooth curve (spline), these points produce a contoléror each laguage, the portion of the EUROM 1 corpus used
undistinguishable from the original when re-synthesized, ap&@ntains 40 different passages of five sentences connected
from a few detection errors. A symbolic coding of the 50008ematically (Figure 1). The translation among the various
pitch movements of the corpus is also provided, along with th@nguages is rather free and often constitutes an adaptation to
time-alignment of orthographic transcription to signal at wordthe local culture (for proper names, food, etc.). Every speaker
level. The entire corpus was verified and manually corrected Byas asked to read a subset of the passages and to try to have an
experts for each tmuage. It will be made available atintonation as natural as possible. The acoustic quality of the
production cost for research through the European Languaggeordings is high (sampling speed at 20 kHz, 16 bits, recording

Resource Association (ELRA). in an anechoic room). The recorded material was controlled

during acquisition so that bad quality recordings (noisy or
1. INTRODUCTION misread sentences) were directly cancelled and repeated.

Large multilingual databases of prosodic information can be I have a prpblem V‘_’ith my water softener. The

useful for theoretical research and for practical applications ~ Water level is too highand the overflovkeeps

such as speech synthesis and speedynéiion. However, little dripping. Could you arrange to send an

data is available at the moment (or none at all for some engineer on Tuesday morning, please? It's the

languages), due to the lack of generally available analysis tools ~ Only day | can manage thiseek. I'd be grateful

and methods, and to the cost of manual verification and if you could confirm the arrangement in writing.

correction. In addition, the work done so far on differen}:.
languages has in general relied on different theoreticalI
frameworks and methodologies, which makes data and results
difficult to compare.

gure 1. Example of recorded passage.

Table 1 gives the number of passages read by speaker and

We present in this paper a multilingual prosodic corpus that wésration per language.
developed in the context of the MULTEXT project [18]. In

addition to the original recordings, the corpus consists of ﬁl’f‘anguage Passages Total duration | Average duration
for: per (h:m:s) per passage (S)
+ the rawF, speaker
o . , English 15 00:43:55 17.6
e astylization of intonation contours; French 10 00:36:30 219
» asymbolic coding of pitch movements; German 20 01:13:09 21.9
Italian 15 00:54:18 21.7
» the alignment of orthographic transcription to Spanish 15 00:52:21 20.9
signal at word level. Total - 04:20:13 20.8

The corpus is reasonably large since it comprises 4 hours %
minutes of speech (ca50000 pitch movements) in five
languages (French, English, Italian, German and Spanish). It

gble 1: Duration per language.



3. The last stage reduces the set of candidate
targets by clustering targets together when their
distance does not exceed a fixed threshold.

3. STYLIZATION
3.1. Principle

Stylization consists in extracting the macroprosodic component
from theF, which reflects intonative intention of the speaker.
The microprosodic component, which is entirely dependent on
the choice of phonemes in the utterance (lowering-pofor
voiced obstruents etc.) is factored out. Various stylization
methods have been proposed since the sixties ([5] [14] [6] [7]
[9] [15] etc.), and rely on more or less complex models.

candidate fargeft

“regression parabola
for the analysis window

S xl

The method used in this work has some appealing features
compared to other methods: analysis
window

» itis language-independent;

. . ) Figure 1. Calculation of a candidate target point.
» it does not require any pre-segmentation of the

signal (e.g. in syllables);

« it does not require any training on the data;

» it performs automatically with a very good
success rate;

» the stylized curve is undistinguishable from the
original.

It was originally proposed by Hirst ([10] [11]) and consists in

reducing the intonation contour to a series of target points,

which represent the relevant pitch movements (Figure 4). Onggyure 2. Clustering of candidate targets.

interpolated by a quadratic spline curve (unvoiced segments are

interpolated so that the resulting curve presents no

discontinuities), the series of target points producesFan 3.3. Manual correction

contour undistinguishable from the original, apart from a few

detection errors that must be corrected by hand. Other authqnise stylization algorithm described above presents minor

have used smooth curves to model contours ((7] [15]), afefects leading to a few errors. The corpus was therefore

opposed to straight lines ([5] [6] [14]). However, the underlyingnanually verified and corrected by experts. All the experts have

model of Hirsts method is particularly simple, and theised the same correction strategy, which was minimalist and

representation by means of target points very economical.  consisted in correcting the smallest possible number of target
points. Only those leading to an audible difference between the

3.2. Algorithm

original F, curve and the re-synthesis obtained by stylization
An efficient algorithm for computing target points (MOMEL

were corrected, so that the re-synthesis was judged similar to
. P ._ the original. A quantitative assessment showed that the

standing forMOdélisation de MELod)ewas proposed by Hirst g d

and Espesser ([9] see also [8]).

algorithm produces about 5% of errors. A large part of these
errors (approximately 3%) were moreover systematically of two
The MOMEL algorithm consists in four stages (we summariz€f three different types, in particular missing targets in

the description given by [9]). transitions from voiced to voiceless segments of speech, which
suggests that an improved algorithm could probably eliminate
the majority of them [3].

4. SYMBOLIC CODING

Various systems for symbolic coding of intonation have been
proposed. They can be categorized in two types: linguistic
systems, such as ToBI [13], which encode events of a linguistic
nature, and phonetic systems, such as HLCB [15] or INTSINT

1. Aberrant values due t&, detection errors are
eliminated.

2. A quadratic regression technique is applied in a
moving analysis window, which computes a
candidate target for alt, values in that window
(Figure 1). The regression is computed
incrementally in an asymmetrical way, based on

the hypothesis that the only effect of the
microprosodic component of g, is to locally
lower the values of the underlying
macroprosodic curve.

[8], which aim only at providing a purely configurational
description of the macroprosodic curve without interpretation.
Systems of the first category are probably more desirable, but
(1) are not straightforward to adapt to new languages; (2) pose
difficult problems for automatic labeling (see [1] [12]). The



second category, easier to implement, is of course less 5. CONCLUSION

interesting in linguistic terms, but can still contribute to the

development of labeled corpora useful for many applications. Mye have presented a prosodic database in five languages,

addition, it can be seen as a first step towards automatic labeli@@mposed of 4 hours 20 minutes okeph andrivolving 50

of systems like ToBlI, and can be a help in the development different speakers. The corpus has been entirely stylized by

such systems for languages other than American English.  means of target points interpolated by a spline curve, and
) ) ~manually verified and corrected by experts. A symbolic coding

In this work, melodic movements have been coded using # the 50000 pitch movements of the corpus is also provided,

statistical model described in Véronis and Campione [16}iong with the time-alignment of orthographic transcription to

Seven categories are used: signal at word-level. We believe that this database could be a

« L+ large descending movement: useful resource for intonation studies and practical applications.

« L: medium descending movement; 6. ACKNOWLEDGEMENTS
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Figure 4. Example of sentence from the English corpus. From top to bottom: orthographic transcription and signal (aligned at word
level), symbolic coding and stylizég] curve (superimposed to the origirig).



