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ABSTRACT

2. REQUIREMENTS

This paper describes the 6.4 kbit/s CS-ACELP coder being . . L .
standardized as annex D to ITU-T G.729. The coder is based o;{he treguwe|ments|wg:e ;i\tMm te(;n;sb&f SUbJeCt;\_f ?jual.lty,
the same building blocks as the 8 kbit/s G.729 to facilitate logpMPUtational complexity, 'RAM, an usage. the design
complexity extensions to G.729 in terms of additional memorconstramts are summarized in Table I. The main purpose of the

k . o . . Strict design constraints was to allow cost efficient updates to 8
usage. It is fully switchable with the 8 kbit/s coder and prOVIdekait/s im ?ementations In addition. the dela shouIcFi) be lower
additional flexibility to existing and emerging G.729 P : ' Y

applications. The fixed codebook is a 2-pulse algebraor equal to that of G.729, i.e. a maximum algorithmic delay of

I
codebook. The adaptive codebook quantization has begﬁ ms was allowed.
changed and a new conjugate structure gain codebook is us]edbI | Desi .

In order to compensate for the sparser algebraic codebook, o - Design constralrllts.
adaptive post-processing technique is used to enhance thl?narametgr Requirement
quality for unvoiced sech and backgund noise sounds. |-Complexity | <G.729

Subjective tests have indicated that the coder has a performapf&iM < 10% increase for G.729 implementation
close to that of G.729, and equivalent to that of G.723.1 at .5ROM < 10% increase for G.729 implementation
kbit/s for speech.

The requirements in terms of subjective quality are
1. INTRODUCTION summarized in Table Il. These were set mainly in terms of the
oeuality of G.726 ADPCM at 24 kbps (G.726-24), which is a

Recent speech coding standardization activities in ITU-T ha . ; L
led to the adoption of the 8 kbit/s G.729 Conjugate StructurSWer rate extension to 32 kbit/s ADPCM. The objectives were

Algebraic CELP (CS-ACELP) [1]. The G.729 coder has a 1 et mainly in terms of the quallty_ of G.729 itself. For detected

: . rame erasures (FER), the requirements were set in terms of
ms frame size and 5 ms look-ahead, leading to a mOder?rtI%rease in number of Poor or Worse (“PoW") votes
delay. G.729 provides “toll quality” for spch and is expected '
to be deployed in applications requiring high speech qualit)f

low bit-rate and at the same time medium delay. able Il. Main speech quality requirements.

Following the completion of the standardization of the g-condition Requirement Objective
kbit/s coder in 1996, a new effort to standardize extensions jt&ETor free > G.726-24 G.729
the basic algorithm operating at 6.4 kbit/s and approximately 121igh/Low level G.726-24 G.729
kbit/s was started. This will increase the flexibility and BER 10° G.726-24BER 10 | G.729,BER 10’

applicability of G.729. The requirements for the lower bit-ratg 3% Random FER| G.729 + 10% PoW G.729+5% PpW
extension were set mainly in terms of the quality of G.72p 3% Bursty FER G.729 + 10% PoW  G.729+5% PoW

ADPCM at 24 kbit/s and G.729 itself. An additional constraint Tandem G.726-24 tandem f.f.s
to only allow 10% increase in memory usage was set [oCar noise G.726-24 f.fs
mandate reuse of most of the basic CS-ACELP algorithm |nBabble noise G.726-24 ffs
order to provide easy addition of the lower bit-rate mode tointerfering talker G.726-24 ffs

existing 8 kbit/s implementations.

In September 1997, Ericsson and NTT submitted 6.4 kbit/SThe coder should be able to switch between 8 and 6.4 kbit/s

candidates to ITU-T. The subjective qualification test resultgiin a quality equivalent to G.726 when switching between 24
indicated that the two coders had similar overall performancgng 32 kbit/s.

Also the structure of the proposals was similar. The differences

were primarily in the structure of the gain codebook and the 3. CODER DESCRIPTION

algebraic codebook. Between September and January, an ) .

evaluation and optimization phase toolagd#, where a single In this section, the 6.4 kbit/s CS-ACELP, G.729 Annex D

coder was developed using parts from both proposals. The firﬁ'ﬂeec_h co_ding algorit_hm is _described. The_ fjescription is
ganized in an overview followed by descriptions of each

coder was shown to have improved performance overall. It w Loar - . )
presented to ITU-T in January 1998, and approved (determine%)"dmg block. The differences to the 8 kbit/s main body G.729
’ are pointed out for each building block. For more details, refer

as annex D to G.729.
to the description of the 8kbit/s G.729 standard [1,2].



3.1. Overview 3.2. Pre-processing

Figure 1 illustrates the principle of the encoding algorithm. It Two pre-processing functions are applied to the input signal:
follows the Linear Prediction Analysis-by-Synthesis (LPAS)) Signal downscaling by dividing the input by 2, and 2) High-
principle [3]. The coder operates with a frame size of 10 ms améss filtering with a second order pole/zero filter with cut-off
two 5 ms subframes. In addition, the linear prediction (LPyequency 140 Hz. The pre-processing is exactly as in the main
analysis uses a look-ahead of 5 ms, resulting in a totabdy G.729.
algorithmic delay of 15 ms. The main building blocks are LP . . .
analysis and quantization for the short-term spectral envelops;3- LP analysis and quantization
an adaptive codebook for long term (pitch) prediction, an A 10" order Liner Prediction (LP) analysis is performed using
algebraic codebook for innovation coding, and a conjugate Levinson-Durbin algorithm. The autocorrelation function is
structure vector quantizer for gain quantization. Table Il showsomputed from the windowed sgch signal. The wiow is a
the bit allocation between these blocks for the two subframes iagorid Hamming-Cosine window of length 240 samples.

well as the total per 10 ms frame. Bandwidth expansion of 60 Hz as well as white-noise
Input correction at —40 dB are applied to the autocorrelation function.
speech Pre-

The resulting LP coefficients are converted to Line Spectrum

———— P processing X . i X )
v Frequencies (LSFs) prior to quantization. A switch8#ler
LP analysis MA prediction requiring one bit is used to predict the LSFs of
| e quantization the current frame. The prediction residual is quantized using a
¥ 2-stage VQ. The first stage is a 7-bit VQ for all 10 dimensions.
Symnests || wih The second stage consists of a 2-split VQ with two 5-
dimensional, 5-bit VQs.
] codnonk The LP synthesis filter is given by:
H@)= = @
Pitch A(Z) 1+ Zizlaiz I
analysis & A 4
s H e % where a are the quantized LP coefficients.
oed The LP analysis and quantization is identical to the main body
search G729
. y
quantzation | ) rwemeer s, 3.4, Perceptual weighting filter
The perceptual weighting filter is computed from the
Figure 1. Principle of encoder. unquantized LP coefficients by:
Table III. Bit allocation for the 6.4 kb/s CS-ACELP algorithm. W(z)= % : (2)
Parameter Subframe 1  Subframg2  Total 72
LP coefficients 18 The factorsy; andy, are adapted to the spectral shape of the
Adaptive CB 8 4 12 input signal. If the input signal is characterized as flat, the
Algebraic CB index 9 9 18 values 0.94 and 0.6 are used. Otherwigejs set to 0.98 and
Algebraic CB sign 2 2 4 7, is a function of the strength of the resonances in the LP
CB gains (stage 1) 3 3 6 synthesis filter so that the stronger the main resonance, the
CB gains (stage 2) 3 3 6 higher the value (it is bounded between 0.4 and 0.7).
Total 64 The perceptual weighting filter is identical to the main body
of G.729.

Figure 2 illustrates the principle of the decoder. It includeg 5 Adaptive codebook
anti-sparseness processing for the algebraic codebook and post-

processing of the synthesized speech signal in addition to th&nce per frame, an open-loop pitch analysis is performed in
building block used in the encoder. order to reduce the search complexity in the adaptive codebook.

An open-loop pitch delayT, , is estimated from the weighted
speech signal (the speech signal filtered by the perceptual
weighting filter).

In the f' subframe, the adaptive codebook uses an 8-bit

Bits | Parameter [~
— decoding |-

E‘» codeno ;ﬁgﬁ{{éﬁ:gs ] ] absolute coded pitch delay with a fractional resolution of 1/3 in
; 3 pp— Post the range [19 1/3, 84 2/3] and integer values from 85 to 143.
ﬁ—ﬁé fiter [ processing > The open-loop estimate is used to restrict the search. The
| e »& closed-loop search is performed as:
1. Search 6 integer delays around the open-loop estimate

Figure 2. Principle of decoder. To to find the best integer deley .



2. If T, is less than 85, search the fractional values aroundThe main body G.729 uses the same conjugate structure VQ
T, technique but with 3 and 4 bits in th&dnd 2 stage giving a

In the 2° subframe, the adaptive codebook uses a 4-bit deltfptal of 7 bits.
coded pitch delay. The delay is coded relative to the pitch del _ ;
of the f' subframe rounded to integer resolution. The search %8' Post processing

performed as: _ Anti-sparseness processing
1. Search 10 integer delays around the integer delay of they e 1 the sparse algebraic codebook with only 2 pulses per
1" subframe to find the best integer defBy. 40 samples subframe, a novel anti-sparseness processing [5] of
2. If T, is one of the 2 middle values of the integer searcthe fixed codebook signal is performed. The fixed codebook
range, search the fractional values arotind vector is circularly convoluted with an impulse response with
The open-loop pitch analysis and the closed-loop search tife properties:
the £' subframe are identical to the main body G.729. In the 2 1. Unit magnitude spectrum. Thus, the magnitude of the
subframe, the main body uses 5-bit delays instead. The integer ~ fixed codebook vector is left unaltered.
search range is the same. The additional delay values arg. Semi-random high-frequency phase spectrum. Thus, a
obtained by having fractional resolution in the entire integer semi-random component is added to the high-frequency
search range. phase of the fixed codebook vector.

3.6. Fixed codebook The annoying artifacts caused by the sparseness is removed

) ) ) by this procedure. These artifacts are most prominent for noise-
The fixed codebook employs the algebraic structure with twye signal segments such as background noise. For such

signed pulses in two overlapping tracks. Table IV shows thg,nds, stronger anti-sparseness modifications are needed than
track table for the algebraic codebook. Each pulse has onejt periodic speech segments where the adaptive bcotte

. , iy
sign. The I pulse can take on one of 16 positions whereas thgoyides most of the excitation. Therefore, the impulse response
2" pulse is located at one of 32 positions. This gives 4 and haracteristics are adapted to the local character of the speech.
bits for position coding, a total of 9 position bits. The structurgnhe agaptive codebook gaig, and the fixed codebook gain

of the algebraic codebook is different compared to the maifye ysed to select one of three impulse responses with the
body G.729 which uses 4 signed pulses in 4 non-overlappiRgjiowing properties:

tracks. 1.
The search procedure for the fixed codebook follows the
algebraic codebook search used in the main body G.729 excepzt
that 2 pulses need to be searched instead of 4 pulses. Thereby
there are only 2 inner search loops to test pulse positions instead

of 4. These 2 loops perform exhaustive search of pulse3- No modification.

positions. The sign of each pulse in each position is pre-set torhe impulse responses are adaptively seleatabrding to
the sign of the target signal. The efficient procedure fothe following procedure:

computation of necessary correlation terms in the main bodyl. Select impulse response 1 #,<0.6, select impulse
G.729 is adopted with modifications to the new structure of the response 2 ifg, is in the range 0.6 to 0.9, select
codebook. The search complexity for the algebraic codebook is impulse response 3 ifj , >0.9.

significantly less than for the main body G.729. 2

Strong modification: Random phase between and
7 in the frequency range from 2 to 4 kHz.

Medium modification: Random phase between/ 2
and 7/ 2in the frequency range from 3 to 4 kHz.

Compute an onset indicator which is set if the current
fixed codebook gain is more than twice the previous

Table IV. Track table for algebraic codebook. fixed codebook gain.

Pulse] Sign Position 3. If the impulse response is not 1 and onset is not
io +1 | 1,3,6,8,11,13,16,18,21,23,26,28,31,33,36/38 . . P pons i
: indicated, compute median filtered value of current
Ih +1 |(0,1,245,6,7,9,10,11,12,14,15,16,17,19,20, and the previous 5 values. If the result is less than 0.6,
21,22,24,25,26,27,29,30,31,32,34,35,36,37, select impulse response 1.
39

4. If onset is indicated and the impulse response is not 2,
increment the impulse response selected by 1.

3.7. Gain quantization This adaption algorithm performs well and manages to use the
impulse response with strong modification for pure background

fixed codebook gain. The prediction is performed in the meaho'S€ while working well for the speech segments. Since the

removed log-energy (in dB) domain. A 2-stage conjugatgc:apt'o? 'S base(;j do? thle ?l:r?ntlzed ?"?"“ vlalues, no extra
structure VQ [4] is used for quantization of the adaptivén ormation IS heeded lo select The COrect Impulse response.
The anti-sparseness processing does not exist in the main

codebook gain and the prediction residual for the fixe ;

codebook gain. Each stage uses 3 bits to give a total of 6 b g_dy G.729 algorithm.

The VQ codebook is trained with the condition of 0.1% biPost-processing

error rate with random distribution. The post-processing of the coded speech signal is identical to
that of the main body G.729 and includes:

Gain quantization starts with & drder MA prediction of the



1) Long-term (pitch) postfiltering to enhance the pitch
periodicity of voiced speech segments.

2) Short-term (formant) postfiltering to enhance the
formant structure.

3) Tilt compensation to compensate for the tilt in the
short-term postfilter.

4) Adaptive gain control to compensate for gain
differences between the coded speech signal and tt
post-filtered signal.

mG.729 6.4k
mG.726 24k
0G.729
mG.723.16.3k

DMOS

5) High-pass filtering with a"2order pole/zero filter with
a cut-off frequency of 100 Hz.

6) Signal upscaling by a factor of 2 to invert the down-

H H H N Babble 30  Car 15 dB Int. talk
scaling in the pre-processing. one O ar nt. talker
4. PERFORMANCE EVALUATION Figure 5. Subjective test results from DCR test with the
. . . bﬁckground noise conditions: none, babble, car, and interfering
The quality has been extensively evaluated in sever

languages. Figure 3, 4, and 5 summarize results obtained froar‘r|1ker'

experiments conducted in japanese. Each experiment include
24 naive listeners. Results are presented for the 6.4 kbit/
extension to G.729 (G.729 6.4k), G.726 at 24 kbit/s (G.72
24k), 8 kbit/'s main body G.729 (G.729), and G.723.1 at 6.
kbit/s (G.723.1 6.3Kk).

(Iihe results can be summarized in the following way. For
ean speech the quality is significantly higher than the
quirement, G.726 at 24 kbit/s, and only slightly lower than
.729. It is equivalent to G.723.1 at 6.3 kbit/s. In background
noise the quality is better than G.726 at 24 kbit/s, except for car
noise, where the quality is lower, which is also the case for

45 G.729.
5. CONCLUSIONS
The 6.4 kbit/s CS-ACELP extension to G.729 employs the
W G.729 6.4k basic structure of G.729 with new fixed, adaptive, and gain
(%] mG.726 24k .. ..

Q 0G.729 codebooks. Hence, the additional memory is in the order of

me723163k  Only 10% which should allow efficient extensions to 8 kbit/s

coder implementations. The novel phase-dispersion post-
processing has made it possible to use only two pulses per
subframe in the algebraic codebook. Under most conditions, the

coder exceeds the requirements, providing high quality for

-36 dBov -26 dBov -16 dBov bandwidth limited systems.
Figure 3. Subjective test results from ACR test with clean REFERENCES
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