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ABSTRACT bility experiment are presented, and conclusions are drawn try-
ing to give an assessment of future interfaces on the standard

This paper describes an attempt to enhance a windows basgérk station.
(WIMP - Windows Icon Menu Pointer) environment. The goal is
to establish whether user interaction on the common desktop PC 2. USER SURVEY
can be augmented by adding new modalities to the WIMP inter-
face, thus bridging the gap between todays interaction patterdssurvey carried out in 1997 [2] established that Windows 95 is
and future interfaces comprising e.g. advanced conversationdle dominating operating system on personal computers, and
capabilities, VR technology, etc. consequently also defines the predominant user interface. The

survey showed that more than 85% used either Win 95 or 3.1.

A user survey was carried out to establish the trouble spots of t%erefore, the Win 95 user interface were chosen as the subject
WIMP interface on the most common desktop work station, th?or this work

Windows 95 PC. On the basis of this, a number of new modali-

ties were considered. Spoken in- and output and gaze trackitigwas decided to identify common problems in the human-com-

were selected together with the concept of an interface agent fputer interface by doing a user survey, asking users to fill out a

further investigation. questionnaire. The problems of interest were tasks or actions that
. . . user may find tedious, annoying or inconvenient during normal

A system was developed to control the interaction of the in- an se of a computer. The questionnaire was then distributed

output modalities, and set of five scenarios were constructed {ﬂr ughout Aalborg University via Usenet news. Although con-
test the proposed ideas. In these, a number of test subjects us; )

h S d added modalities i : f . & ient, this of course limited the demographics of the of the
the existing and added modalities In various configurations. survey to mostly students and employees within certain age
1. INTRODUCTION

groups. However, this was also deemed an advantage, as some
The paper presents the results of a survey and an experim

of the questions concerned new interaction modes, such as eye-
e tracking, presupposing a certain knowledge.
&ze track tain knowled
with an enhanced WIMP user interface [1]. The purpose of thighe resuits of the survey were used as guidelines to which prob-
work is to investigate an intermediate stage between the curreflins are generally encountered in Windows 95. The survey
and the next generation computer, under the assumption that th&yid have been conducted in other ways than using a question-
next generation is characterised by new interaction methodgagjre, for example as a think aloud test, interviews, etc., but the
This intermediate stage involves combining the advantages @f,estionnaire was found to be the easiest method of collecting

the current generation with some of the new interaction methodgformation from a large number of people. Approximately 200
expected to be part of the of the next generation computer intefzrsons participated in the survey.

face.

More specifically, the work presented here examines which ne\g'l The questionnaire

modalities could eas_ily and natural_ly be _inte_grated into tOdayﬁ)nly the most important results of the survey are reported in the
standard comput(_er interface. An investigation of theT curren aper. See [1] for a full description.

state-of-the-art, with regard to research and commercial availa-

bility is carried out, after which a system called Herbert isOne part of the questionnaire concerns the users identification of
designed and implemented. This is tested in a usability test, imteraction problems in the current WIMP interface. The most
order to evaluate the proposed ideas. common problems identified are:

Section 2 discusses the survey. Based on the conclusions frdRemember short-cut keys*Find menu item’, and“Change

the user survey, an enhanced interface is proposed in sectionfidm keyboard to mouseOf these three problems, one is partic-

A software system, capable of integrating the added modalitiedar interesting: The respondents does not see the mouse in gen-
into the standard Windows 95 interface is implemented aneéral as a problem. It is when changing between keyboard and
described in section 4. A set of scenarios are constructed andrmmuse that a problem may arise. This points towards finding a
user test is carried out to establish to what degree users wdlblution which minimises the number of situations where it is
accept the proposed interface. The scenarios and results of thecessary to change between mouse and keyboard., rather than
user test are discussed in section 5. Finally, the results of the usampletely trying to substitute the mouse.
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Figure 1: Usability of modalities with 95% confidence intervals, grouped by the interface most commonly used (denoted
“present” and non-traditional or future (denoted “new”). From [1].

Another interesting result is that a large number of respondersts well as (at least a partial) substitute for the common mouse
agrees that it is difficult to remember short-cut keys. A solutiopointing device will be considered in the following.

to this could be to implement a more natural way of executing

short-cuts, e.g. by using speech. This problem also includes find- 3. SELECTION OF MODALITIES

ing menu items, as short-cut keys mostly are introduced to make

the menus easier to access. Therefore the two problems gms section discusses how to introduce speech and an alterna-
closely connected ' tive pointer control mechanism into the existing interface. It is

important to keep in mind that the resulting interface should be
The usability distribution on figure 1 shows how the respondengs addition to the existing WIMP interface, as stated in section 1.
assessed the usability of traditional and new ways of interactimgerefore, a complete redesign is not considered, although the
with the computer. It is grouped by present and new modalitieguthors are well aware that this is the ultimate solution to some
where the most popular of the present modalities is the monites, the problems identified above. In [3] this fact is demonstrated
followed by the keyboard. Among the new modalities speedor a spread-sheet task, where errors decreased significantly with
recognition is the most interesting, followed closely by speechdeeper integration of speech into the application.

synthesis and “dialogue”. It is interesting to see that the moulset ducti f h based ication i t without
actually is down on a sixth place on the overall usability level. ntroduction of speech based communication is not withou
problems. The speech recogniser must achieve a certain level of

About 15% of the respondents were dissatisfied with the presgmdrformance in order to be acceptable to users. However, this is
interface, 50% were satisfied, but would like new possibilitiesapidly becoming a minor problem for normal operation condi-
and 28% were very interested in new possibilities. Less that 1086ns. Likewise, the synthesised voice must have an acceptable
were satisfied with the present interface and did not want neyuality. Good performance is not enough, however, to make

ways of interaction. users automatically switch to spoken communication. Many
people feel uncomfortable or awkward when speaking “to the

2.2 Results of the Survey screen”. One concept, “Interface Agents” ([4] [5] [6]) has
merged to amend this problem and act as a “personification” of

When combining the investigation of the current problems wit|
the users’ rating of traditional and new interaction modes, it
becomes apparent that the time is not (yet) for replacing theterface agents

monitor and keyboard. On the other hand, the survey identifiﬁ?

some problems with issues concerning the mouse. The task ?erface agents are programs that can manipulate objects in a
) cﬁ)rect-manipulation interface, but without explicit instructions

finding menu items and the switch from keyboard to mouse afe .

'9 y From the user [6]. Often interface agents are represented on the
considered problems. o

screen by a face or a small humanoid figure. The agent can be

Figure 1 points directly towards the inclusion of speech undeused in several ways, by observation or by request. The agent

standing and -generating capabilities as the most likely candiight observe a pattern in what the user is doing and offers to

dates for new modalities. Consequently, speech communicatipgrform this task automatically, for example a search and

e computer.



replace operation. ing the position of a small reflective dot, which the user places
on his forehead or glasses. The Tracker costs less that 1.500

Microsoft has developed a software USD and is shown in figure 3.

package implementing an interface
agent[9]. Figure 2 shows an example
of one of the characters’ (Merlin)
appearance. The agent can perform
number of small animations, enabling
the agent to perform gestures such ¢
pointing, showing attention, listening,
moving, etc., when the corresponding
commands are sent to it. Further-,:igure 2:The inter-
more, it has a direct interface tog,.o agent
speech recogniser and -synthesiser,
enabling the character to “listen” and “talk” in synchrony with
the actual processing.
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“Merlin”

. . . Figure 3: The Madenta Tracker
A survey of commercially available speech recognisers and syn-

thesisers have been conducted. The main conclusions from the

survey are: 4. IMPLEMENTATION

Speech recognition: A system capable of controlling the devices and interface agent
Many commercially available speech recognisers exist angas been designed and implemented. It is denoted “Herbert".
the amount of research in the field is huge. Experimentghe overall architecture is shown in figure 4. Herbert is an appli-
with a number of products have been conducted an§@tion, that receives information from the input devices, which

Microsofts “Whisper” speech recogniser [7] was chosen. ar€ the top-most objects in figure 4. The figure should be inter-
preted as Herbert being the client application, which coordinates

Speech synthesis information from the input devices, which in turn act as servers
Nearly as many speech synthesis products are available. DR services. The coordinated information is then passed on to the
ferent products were tested and the performance of these waBPropriate output devices shown at the bottom of the figure.
more or less the same. Lernout & Hauspie’s TruVoice [8],BeS|des the output modalities Herbert uses the operating system

which uses the formant technique was chosen because of fey performing some actions. It should be noted that the monitor
high intelligibility. is not directly controlled by Herbert, but Herbert produces addi-

_tional output on the monitor by using the interface agent. For
Apart from the fact that the two products chosen above fulfil the iner details, see [1].

requirements, another issue has been important for the task =t
hand, namely that both are capable of directly interacting witt Rs”ee9h Gaze
ecognition Tracking

Microsoft Agents [9].
Pointing Device \ i i /

HERBERT

Keyboard Mouse

As discussed in the previous section, a solution to the “keyboar
- mouse problem” must be found. Tracking the direction of the
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users eye-gaze is an obvious candidate for consideration. Hov - ‘

ever, the product survey showed that although very accurat i
devices are available [10], they have a number of drawback
making the technology unlikely to appear on the consumer mai Monitor Agent S?Efﬁ;gs

ket in the near future. Most of them require the user to wear spc
cial, uncomfortable equipment like helmets or electrodes. Figure 4:
Furthermore, they are very expensive (in the range of 10 -
50.000 USD), and are clearly intended for experimental use
only. Apart from this, no definitive solution to the “Midas Touch 5. EXPERIMENTS

Problem’l[ll],[12] has been proposed yet. Until good solutions

to this are found, eye-gaze appears to be problematic for geneffﬂ (;:xpttarzlment was ds¢|e.tt.up W'tth (l;lve %agz?[s, t\;]Vh'\(/:\?. toggsether |.n\;es-
purpose applications, like the present. Igates the new modalities introduced into the Win 95 user inter-

face.

Instead of eye-gaze it was chosen to investigate the usability of .
head-gaze, i.e. to control the pointer by positioning of the head2Se 1) Program Managementhis case presents three new
methods for starting applications in Windows 95, and one

A product intended for the handicapped, the Madenta Tracker et X
[13], was chosen. It is roughly twice the size of an ordinary [Of terminating them. The methods involve all the new
mouse and is placed on top of the monitor. It is capable of track- modalities except gaze control.

Case 2) Window Managemefithis case mainly focuses on the
1j.e. that everything you look at is affected in some way, as your gaze problem of managing windows present on the monitor by
interacts with the objects on the screen. means of the gaze tracker. The case uses two modalities,

speech recognition and gaze tracking. By combining speech

Architecture of the implemented system




input with gaze tracking, it is e.g. possible to point out inacnew interaction methods were all considered easier and more
tive windows on the screen and thereby reducing the neeathtural than the traditional methods.

for the ordinary mouse.

The work presented here clearly indicates that spoken interaction

Case 3) Common Functions: In this case the focus is on melgdan be expected to be W|de|y accepted very quick|y’ when app“_
navigation and the problems involved when using differentations including this begin to appear. More investigation is
functions. The case should reduce the problems of navigageeded to determine whether gaze control is viable. This work

ing complex menu structures, as the user should be able figdicates that head-gaze is not viable (at least in it's present level

activate functions by speech in terms of embedded keywordsf development), and it remains to be shown whether eye-gaze

describing the functionality.

Case 4) Hints and Help: This case focuses on helping the userq
situations where the user performs monotonous repeated
actions. This is done by monitoring the acts of the user and
presenting alternative ways of performing the repeated
actions. Also new interaction methods for user initiated helﬂl]
requests are investigated.

Case 5) Gaze tracking: The purpose of this case is to reduce the
number of situations in which the user is forced to use th
mouse and to investigate whether gaze tracking is a viable
supplement to the mouse for manipulating small objects like
menus and icons. 3]

The experiment was carried out with 18 test subjects completing

the 5 cases, both with the standard Win 95 user interface and the
enhanced one. Quantitative as well as qualitative data were col-
lected. [4]

6. RESULTS AND CONCLUSIONS

The results showed that the standard interaction methods were
approximately 60% faster on average for performing the tasks

the test. This was expected, as the test subjects all had a long
experience with the standard interface. The only improvement in
time was achieved when navigating complex menus which wa$]
the task in case 3. For these tasks the enhanced interface were on
average 33% faster than the standard one. However, when using
the gaze tracker, the standard interface were on average betwggn
2 and 3 times faster than the enhanced one.

The results showed that it was possible to perform the tasks with
40% less mouse to keyboard switches when using the enhanced
interface. On a scale from ‘useless’ to ‘very useful’ all the newsl
modalities (except the gaze tracker) were rated to be between
‘useful’ and ‘very useful’ on both their present level of develop-
ment and on a future, ideal level. The Madenta Tracker was rat¢e|
between bad and useless on its present level, which corre-
sponded with the large time differences in the cases where gaze
tracking was used as described above. When asked to rank
new modalities, the order of preference matched the results
obtained in the first survey. Speech recognition was rated most
useful, and also the modality appealing to the widest group of
people from beginners to professionals. The use of agents Wﬂi]
considered most appealing to beginners and ordinary users. The
presented combination of modalities was recommended by all
test subjects without exception. The enhanced interface were
also rated as being between ‘useful’ and ‘very useful’ on a gen-

. - 2]
eral level whereas the usability of the standard interface werd
rated to be between ‘medium’ and ‘useful’.

In the cases concerning the execution of common functions and
methods for getting hints and help, the enhanced interface wejgs)
rated higher than normal methods. Except for the methods that
involved using the gaze tracker (at its current performance), the

will be accepted, and whether technology suitable for mass pro-
Hction will appear.
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