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ABSTRACT

A task-independent �ller modeling for robust key-
phrase detection and veri�cation is proposed. Instead
of assuming task-speci�c lexical knowledge, our model
is designed to characterize phrases depending on the
speaking-style, thus can be trained with large corpora
of di�erent but similar tasks. We present two imple-
mentations of the portable and general model. The
dialogue-style dependent model trained with the ATIS
corpus is used as a �ller and shown to be e�ective in
detection-based speech understanding on di�erent di-
alogue applications. The lecture-style dependent �ller
model trained with transcriptions of various oral pre-
sentations also improves the veri�cation of key-phrases
uttered during lectures.

1. INTRODUCTION

In order to make an automatic speech recognition sys-
tem deployable in real-world applications, it needs to
have not only high accuracy but also 
exibility to han-
dle spontaneous utterances and reject irrelevant speech
portions. We have introduced a combined detection
and veri�cation framework[1] that focuses on identi-
fying the semantically signi�cant portions and rejects
the out-of-task parts of input utterances. Concept-
based key-phrases are used as a detection unit, which
enables more stable matching than simple word spot-
ting.

Utterance veri�cation technique is incorporated to
obtain reliable detection and reduce false alarms. We
adopt a vocabulary-independent approach for veri�ca-
tion of detected phrases[2] so as to be applicable to
various tasks. The veri�er is subword-based. Speci�-
cally, we set up an anti-subword model for every sub-
word to model the confusing patterns, and compute a
likelihood ratio of the two models to represent con�-
dence of the subword-level recognition. A con�dence
measure for phrase veri�cation combines the subword-
level veri�cation scores. Thus, it is purely based on
acoustic information.

On the other hand, it is well-known that lexical and
language models are also e�ective for improving key-
word detection and suppressing false alarms[3][4][5].
Most of the conventional works use task-dependent
lexical entries and language models that are trained
with a large corpus of the same task. However, it is
not a realistic assumption that su�cient data is avail-
able for every single task in all applications.

In this paper, we present a task-independent ap-
proach for lexical �ller modeling to enhance the key-
phrase detection and veri�cation. Instead of task-
speci�c models, we propose a model depending on the
speaking-style such as dialogue-style or lecture-style,
which can be trained with di�erent corpora of the same
style.

2. LEXICAL AND LANGUAGE MODEL

FOR DETECTION AND VERIFICATION

2.1. Language Model for Keyword Spotting

The �ller model is intended to cover typical patterns
that accompany keywords or key-phrases. It is e�ec-
tive in suppressing false alarms and controlling the de-
tection threshold based on acoustic evaluation of the
whole utterance. Thus, it must achieve a wider cover-
age of possible �ller patterns with a smaller complex-
ity. We compared several �ller language models for
keyword spotting[6] and found that (1) a parallel net-
work of phone models (phone network) is robust but
insu�cient, (2) lexical knowledge is very e�ective, (3)
when a su�cient size of lexicon is incorporated, the
phone network model is no longer needed to explicitly
cover unknown words[4].

In the actual applications, however, su�cient data
is not always available to obtain reliable languagemod-
els as the data collection and labeling cost too much.
Even a vocabulary set is not reliably given in many
cases, as the �ller has much more variety of patterns
than the keyword vocabulary.



2.2. Lexical Model for Key-Phrase Veri�cation

The same sort of lexical or language models can be
used for utterance veri�cation, namely to reject un-
known words or out-of-task utterances. The output
of the recognizer is tested, and accepted if its score
is better than any entries of the veri�cation model.
Namely, the model is competitive to recognized candi-
dates. Thus, the whole veri�cation model has to cover
possible confusing patterns that appear as non-key-
phrases.

In many previous works, a general acoustic sink
model or a phone network model is used to serve the
purpose. However, such simple models are usually not
su�cient to characterize non-key-phrase events (better
than key-phrases) especially when the task vocabulary
size gets large.

3. SPEAKING-STYLE DEPENDENT

MODEL

The model we propose plays two roles described above:
�ller model for detection and competitive model for
veri�cation. They are uni�ed in this study.

Our model is represented as a variable-length
phrase model[7]. It is not a precise language model
since stochastic information is not attached to the
word connections. However, it still models word
sequences, which can be implemented as a tree-
structured lexicon or a simple automaton. It charac-
terizes input utterances better than the simple phone
network model.

The key property of the model is that it is con-
structed in a task-independent manners. Instead of
the task-dependent lexicon and corpus, we assume the
model is dependent on the speaking-style. People use
similar phrases in making an information query dia-
logue whatever the content of the query is. And they
use a di�erent style in giving an oral presentation in
public. Based on the assumption, we train the �ller
phrase model with large corpora that are not task-
speci�c as long as their tasks are similar and so are
the speaking-styles. It is trained by picking up char-
acteristic word (or syllable) sequences with excluding
task-speci�c words. The outline of the procedure is
described as follows:

1. Task-speci�c keywords are tagged using domain
knowledge and a lexical analyzer, so that they
are not included in speaking-style dependent
�llers.

2. Fillers are constructed by concatenating frequent
word (or syllable) sequences

3. Task-speci�c patterns are �ltered out by a simple
task adaptation technique.

4. Minimization of the �ller model is performed
by merging redundant patterns and sharing pre-
�xes.

The model is lexicalized in a sense that it uses
the same subword model as the key-phrase recognizer.
The property is also essential for task-independent
portability[5].

We present two implementations and applications
of this model in the following sections. The �rst one
deals with dialogue on information query, and the
other models lecture-style expressions. The dialogue-
style �ller and the lecture-style �ller are quite di�er-
ent, thus speci�c modeling for each speaking-style is
performed and evaluated in a task of the same style.

4. DIALOGUE-STYLE DEPENDENT

FILLER MODEL

4.1. Filler Phrase Model

At �rst, we construct a lexicalized �ller model that is
dependent on the dialogue-style. Speci�cally, we deal
with information query which is a typical application
of spoken dialogue systems. So the purpose of the �ller
model is to improve the detection rate of key-phrases
which will lead to robust speech understanding. The
lexicalized �ller model here is de�ned as a set of word
sequences or phrases. Instead of task-dependent key-
phrases, we extract patterns related to the dialogue
style in information query.

We made use of the ATIS-I corpus of 13099 ut-
terances, which is one of the largest spoken dialogue
corpus available.

The automatic phrase extraction algorithm[7] is
applied. As a pre-processing, keywords are tagged
based on the task speci�cation, for example, CITY
for Atlanta, Boston, Cleveland and so on. Initially,
frequent non-keywords are picked up as the cores of
�llers. Then, adjacent sticky words are concatenated
to grow a �ller phrase, until it encounters a keyword
or it cannot satisfy a threshold on its occurrence count
(coverage) normalized by the corpus text size. We
picked up the 105 most frequent �ller phrases, whose
coverage exceeded the threshold (=0.001). A simple
task adaptation technique is applied to remove the
patterns that are dependent on the ATIS corpus and
never appear on the other corpus (that is not of the
task for evaluation) before porting to the speci�c task
domain.

It is con�rmed that we can obtain a reasonable set
of phrases. Examples of the resultant phrases are as
follows:

are there any, is there a, i want

to, show me all, i would like to



Table 1: Semantic accuracy in speech understanding (LOCATION sub-task)

in-

grammar

out-of-

grammar

out-of-

task

total

samples samples samples

number of samples 681 99 131 911

decoding with sentence grammar 94.2% 16.1% 26.0% 79.0%

key-phrase detection 92.6% 40.1% 20.6% 79.7%

+ subword-based acoustic veri�cation 91.2% 59.1% 35.1% 82.1%

+ �ller phrase model veri�cation 92.7% 58.4% 21.4% 81.8%

+ combination of both veri�cation 91.2% 67.8% 35.9% 83.1%

4.2. Evaluation on Speech Understanding

The generated �ller model is applied to speech un-
derstanding based on our key-phrase detection and
veri�cation approach[1]. Experimental evaluation is
performed on several sub-tasks of real-world spoken
dialogue systems other than ATIS. All data are ut-
tered by the general public and collected at (former)
AT&T Bell Labs. via dial-up lines. Task-independent
context-dependent phone HMM is used as the acoustic
model.

Here we show the results on spontaneous expres-
sions specifying locations (LOCATION sub-task) in
the car reservation system. The vocabulary set cov-
ers 371 major locations in USA, plus hundreds of ac-
companying words extracted by our automatic proce-
dure. The sample utterances are classi�ed into three
categories. In-grammar samples consist of valid key-
phrases only. Out-of-grammar samples contain extra-
neous words, hesitations and repetitions in addition to
expected key-phrases. Out-of-task samples contain no
valid key-phrases and a null slot should be produced as
rejection. The semantic accuracy is de�ned to evaluate
how many semantic slots are correctly recognized.

The semantic accuracy with various recognition
and veri�cation methods is listed in Table 1. For
comparison, decoding with a manual sentence gram-
mar is also included. It achieves a good performance
on grammatical samples, but fails to cope with ill-
formed utterances. The key-phrase detection approach
drastically improves the accuracy for out-of-grammar
samples at the expense of small degradation for in-
grammar samples. In the baseline detection method,
an acoustic sink model as the simplest �ller is already
incorporated.

Then, veri�cation process is incorporated. The
subword-based acoustic veri�cation method uses anti-
subword model to eliminate false alarms caused by
improper matching. The �ller phrase model veri�ca-
tion method uses the task-independent model trained
with the ATIS-I corpus to suppress false alarms. In
fact, it is used to generate competitive hypotheses
in the detection process. Both veri�cation methods

give comparable understanding rates, which are bet-
ter than the conventional methods that do not apply
veri�cation. Moreover, the combination of both strate-
gies further improves the accuracy for out-of-grammar
samples and achieves the best performance. While
the acoustic veri�cation models confusing subwords
and rejects improper matching, the task-independent
phrase model �lters out out-of-task portions.

It should be noticed that a reliable statistical lan-
guage model can hardly be trained with this typical
size of �eld trial data. The results show that our model
trained with the other large corpus enhances the de-
tection performance.

5. LECTURE-STYLE DEPENDENT

FILLER MODEL

5.1. Lexicalized Filler Model

Next, we apply our modeling on lecture-style speech.
The task here is to detect several key-phrases during
a lecture presentation.

The system in this section is developed for
Japanese language. As Japanese is written without
spacing between words, the de�nition and boundary
of words are ambiguous and dependent on lexical an-
alyzers. Thus, a lexicalized �ller model is de�ned as a
set of sequences of characters corresponding to sylla-
bles. They make pseudo phrases as a result.

We made use of a corpus that transcribes oral pre-
sentations at the meeting of SIG-SLP (Spoken Lan-
guage Processing) held in Tokyo, May 1995. It has
18109 syllable characters.

Domain-speci�c keywords are removed by �ltering
out normal nouns labeled by a morphological analyzer
(JUMAN) as a pre-processing. Then, frequent char-
acter sequences are picked up by a similar procedure
as in the previous section. At a coverage threshold of
0.0005, we obtained 230 sequences (pseudo phrases)
with a length of 3 to 6. They are totally di�erent from
the dialogue-style dependent phrases.
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Figure 1: Key-phrase veri�cation performance:
False Alarm (FA) rate + False Rejection (FR) rate

5.2. Evaluation on Utterance Veri�cation

The extracted �ller model is applied to key-phrase ver-
i�cation for the slide projector operated with speech
input. Key-phrases are commands for the projector
operation, such as \next slide please" or \two slides
back". They are represented as a �nite state gram-
mar. The vocabulary size for the commands is 56.

A lecturer uses the same microphone to give a pre-
sentation and to utter commands to the projector.
Thus, most of input speech segments are not command
key-phrases and contain vocabulary of over thousands.

A speech segment aligned with pauses is input to
the recognizer that is made of context-independent
phone HMM and the �nite state grammar. Then, the
recognizer's output is compared with the lexicalized
�ller model for veri�cation. If the score of the key-
phrase is better than that of the optimal sequence of
�ller phrases, then it is accepted as a command.

The test samples are 199 command key-phrase ut-
terances and 646 speech segments of a lecture whose
duration lengths are comparable to those of key-
phrases (less than 5 sec.). The topic and speaker of
the lecture are di�erent from those of the training cor-
pus. For comparison of the �ller veri�cation model,
we tested a simple syllable network model and lexi-
con of the same size (230) derived from a newspaper
corpus. We also tried to make decision based on abso-
lute values of the recognition score without using any
veri�cation models.

The sum of false alarm (FA) rates and false rejec-
tion (FR) rates are plotted against threshold values of
the veri�cation in Figure 1. Since the false alarm (FA)
is more critical in this application, we measure false
rejection (FR) rates, given the false alarm rate of 1%
and 2% in Table 2. Clearly, the proposed �ller model
trained with a lecture corpus is the most e�ective, thus
makes the speech-input projector practical.

Table 2: False rejection (FR) rate at permissible False
Alarms (FA)

FR FR

veri�cation model @FA=1% @FA=2%

no veri�cation 67.3% 54.3%

syllable network model 16.6% 12.6%

frequent words in newspaper 11.0% 5.5%

�ller phrase model 3.0% 1.0%

6. CONCLUSIONS

We have proposed the lexicalized �ller model depend-
ing on the speaking style. It models task-independent
phrases uttered in the same speaking style, thus can
be trained with large corpora of di�erent tasks. The
key property of the model is portability and generality.
It is a lexicalized model and can be ported to tasks of
the same style without re-training. The model is real-
ized in two di�erent styles: dialogue-style and lecture-
style. They are successfully applied to speech under-
standing and utterance veri�cation, respectively. It is
also shown that the proposed detection and veri�ca-
tion framework with the �ller model e�ectively works
for various tasks and even di�erent languages.

Acknowledgement: The Japanese phone HMM and
the newspaper lexicon are provided in Japanese Dic-
tation Toolkit.
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