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ABSTRACT « In J-ToBl, prosodic features are not represented

in a parametric format that allows

We propose a method to generate a database that contains a  straightforward  conversion to  physical
parametric representation of FO contours associated with guantities. In view of that, some research effort
linguistic and acoustic information, to be used by data-driven has been dedicated to extracting parametric
Japanese text-to-speech (TTS) systems. representations of FO contours from J-ToBI

i . ) labeled databases [3], with partial success.
The configuration of the database includes recorded speech, FO

contours and their parametric labels, phonetic transcription with ¢« Detection of prosodic events (tone and break
durations, and other linguistic information such as orthographic index tiers) is highly human dependent, in spite
transcription, part-of-speech (POS) tags, and accent types. All of the attempts to achieve automatic labeling.
information that is not available by dictionary lookup is )

obtained automatically. In this paper, we propose a method o View of the problems mentioned above, we propose:
automatically obtain parametric labels that describe FO contours , T4 ,se public domain linguistic databases as the
based on a superpositional model. Preliminary tests on a small solution for the lack of linguistic information
data set show that the method can find the parametric such as POS tags. Such linguistic databases are
representation of FO contours vvjth agceptabl.e. accur.acy,.arlld that becoming increasingly available as important
gc;curacty can be improved by imdiucing additional linguistic resources for natural language processing
information.

applications;
1. INTRODUCTION + Toinclude an efficient parametric representation
) ) ] of FO contours in the prosodic database using a
Generating prosodic features from text is one of the most superpositional model (FO model for now on)
difficult problems faced by current TTS systems. Most TTS [4], which can be easily converted to physical

systems generate prosodic features by rules, based on the g contours:

linguistic information produced by a morpho-syntactic analyzer.

However, making such rules is an extremely complex and ¢ To propose a method for automatic extraction of
human-dependent task. This has fostered research on data- FO model parameters based on FO contours,
driven TTS systems, which try to automatically create rules phonetic transcription and POS tags.

from large databases containing prosodic and Iinguistil%

. . the next sections, we present the overview of a linguistic and
information.

prosodic database that can be constructed with the present
However, this approach invariably stumbles on the problem ofiethod. We describe hogach kind of information is obtained,
creating a reliable and sufficiently large database that correcénd then focus on the problem of automatic generation of FO
associates linguistic information and prosodic features. Labelimgodel parameters.
guidelines have been proposed with the objective of providing
the framework for creating databases for data-driven TTS 2. THE LINGUISTIC AND PROSODIC
systems like ToBl and J-ToBl [1][2], with promising DATABASE
perspectives. However, some problems can be pointed out:

The outline of our method for automatic generation of a

* J-ToBl labeled databases are still rare, especially linguistic and prosodic database is sketcheigure 1. The

those containing lexical information such as database is designed to include the following information:
POS tags and accent types;
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Figure 1: A system for automatic generation of a speech database contamgjaigtic information and prosodic labeling

parametric representation of FO contours, and a method is
proposed for automatic calculation of FO model parameters.
However, the initial parameter values for the prosodic database

» Speech signal: read from a text database, such as
the Japanese Mainichi newspaper.

« FO contours: automatically extracted [5] and must be assigned by hand. Here, we try to obtain these
automatically smoothed. parameters automatically, using acoustic and linguistic
information. The task consists of automatically detecting
* Parametric representation of FO contours using a prosodic boundaries, and then obtaining a parametric
superpositional model for FO contour synthesis representation of FO contours using the FO model. The prosodic
[4]: automatically detected (see next sections) module of a TTS system is used to generate this parametric
and manually corrected. representation. The method is described in the next sections.
e Phonetic  transcription  with  durations: 3. AUTOMATIC GENERATION OE FO
automatically obtained using HMM-based )
forced alignment [7]. The input to the HMM MODEL PARAMETERS
recognizer is driven by the phonological module ) .
of a TTS system, which performs grapheme-to- 3.1. Parametric Representation of FO
phoneme conversion based on lexical Contours
information.
The FO model is a superpositional model that expresses
¢ Lexical information: word-segmented Japanese logarithmic FO contours as the superposition of two types of
texts, POS tags, and accent types. This components, generated by the response of a linear system to two
information can be obtained automatically using different types of commands. One is an impulse-like command
a morphological analyzer [9] and ascent-type that triggers a relatively long rise-fall pattern of the FO contour,
dictionary. In addition, public domain databases which we denominate prosodic phrase. The other is a stepwise
containing hand-corrected data can be used. command that triggers a shorter rise-fall pattern of the FO

Among the items mentioned above, generating FO modgpntour_, which we call prosodic word. These commands are
parameters is usually the most human-dependent task, Sincer%%oectlvely called phrase and accent commands.

method has been reported so far that gives a complete solutigie problem of automatically deriving FO model parameters
to the problem of automatically finding FO model parameterom the FO contour has been studied in the past with the
given an FO contour. Deriving these parameters from text ipjective of providing prosodic clues for syntactic parsing in
even more difficult - it represents the essential problem that TTspeech remgnition, with promising results. However, the
systems are supposed to solve. In [6], an interesting data-driv§&formance obtained by such systems did not encourage
method is proposed for deriving FO generation rules using gactical implementation of a pre-processing module prior to



speech ramgnition [10][8]. This is mainly due to the fact that and second mora of the bunsetsu (otegent
the relation between syntactic structures and prosodic features is  types).
not well understood, and prosodic structures cannot be tightly

associated with syntactic structure. As a general rule, accent resets are allowed to

occur at any mora boundary. However, in cases
In this paper, we address the problem of generating FO model where the position of the accent nucleus can be
parameters with the objective of constructing a database to be promptly determined using simple rules, we also
used by data-driven TTS systems. As a consequence, we are tried to place the accent reset command after the

allowed to use other linguistic information (phonetic accent nucleus when the system fails to detect
transcription and lexical information), in addition to acoustic the position of the accent reset (see next
features. section).

The problem of finding FO model parameters is divided into twéfter phrase and accertoundaries are found, the prosodic
parts: detecting phrase and accent parameters. In this systemdule of a TTS system is used to assign initial amplitude and
phrase and accent parameters arenfl separately using FO timing values for phrase and accent commands, using rules for
contours, and the data are corrected by referring to the linguistitS synthesis. These values, however, are greatly affected by
information mentioned above. After creating a complete modtie analysis-by-synthesis scheme that is carried out in order to
that includes phrase and accent parameters, the parametersadjest the parameters to the extracted FO contour.

optimized using an analysis-by-synthesis scheme. In the

subsections below, we describe the two processes involved3n3. Analysis-by-Synthesis

the determination of phrase and accent parameters: prosodic ] )

boundary detection and analysis-by-synthesis (Abst)naly&s-by-synthesm using the detected phrase and accent

optimization. boundary positions is carried out in order to adjust the
parameters to the extracted FO contours. For the AbS process,
3.2. Prosodic Boundary Detection phrase timing commands are allowed to oscillate £80 ms around

the initial values, and accent timing commands are given a
The first step to determine phrase and accent parameters isvémiation range of £+40 ms (no more than the duration of one
detect prosodic boundaries. In this paper, we classify prosoditora). Phrase magnitudes and accent amplitudes are allowed
boundaries into phrase aadcentoundaries, which are defined to vary from 0.0 to 0.60.
here as boundaries between prosodic phrases and prosaodic

words. Sentence boundaries are not considered here, since tﬁgy initial values for timing commands are fixed based on the

can be immediately detected from the pauses that precede théffilécted positions of phrase and acckatndaries and on
offsets used by the TTS prosodic module: the offset represents

Phrase boundaries are detected using the method reported in {8, time lag from the command time to the actual segmental

based on the decomposition of FO contours into high-frequenbpundary. The TTS prosodic module uses offset values of 210

accent corponents and low-frequency phrase componentsns for phrase commands corresponding to prosodic sentence
using a low-pass filter that views FO contours as signals in tl@undaries, 80 ms for other phrase commands, and 70 ms for
time domain. Prosodic events corresponding to phrasecent commands.

commands are first detected, and then the delay with respect toh Ab h i d by minimizi
segmental boundaries is compensated using a linear functi'cE‘nt e AbS process, the parameters are adjusted by minimizing

that takes into account the derivative peak of the logarithmic fge root-mean-square error between the extracted _FO contour
contour. For the present system, the cut-off frequency has bet) the F_O _contour_gt_anerated using the parameters (in log _scale).
slightly increased (14 Hz) in order to reduce the number 0?mce a limited varlgtlon range is gl_ven_to the parameters in t_he
deletions. The softer cut-off frequency could cause a high@lbS process, the final Ve_‘“_“_e of th'_s dlffgrence (AbS error) is
insertion rate, but most insertions can be eliminated by checkifighly dependent on the initial configuration and initial values

phrase boundaries against segmental phoneme labels and FOE® parameters. Thus, it is possible to use the AbS error to
tags. compare different configurations of FO model parameters. One

such example is shown in the next section.
After detecting the approximate position of phrase boundaries,
they are approximated to the closest “bunsetsu” (Japanese 4. EXPERIMENTAL RESULTS
syntactic unit containing a content word plus one or more . o
particles) boundaries. Bunsetsu boundaries of the utterance ¥ first carried out a preliminary test on 25 read-style speech

detected using segmental phoneme labels and POS tags. samples extracted from the ATR continuousesih database, in
order to evaluate phrase boundary detection. The system

Accent boundaries are also detected automatically using thietected 32 out of 50 phrase boundaries corresponding to
method described in [11]. The positions axdcent onset and prosodic phrases, with 15 insertions. This score is acceptable, if
reset are also corrected based on segmental phoneme labelsvaedconsider that phrase boundary assignment sometimes
POS tags, with the following restrictions: involves subjective decisions, and that mismatches do not
necessarily represent failures, but in some cases denote that

* Accent onsets are allowed to occur before the more than one configuration of phrase boundaries is possible.

first mora (accent type 1) or between the first



Accent parameters represemtotigh, a tougher problem due tomodel for FO synthesis. Preliminary tests show the validity of
the larger number of parameters and the softer syntactar method, even though some improvement is needed in the
restriction of their occurrencé&igure 2 shows an example of automatic detection of prosodic boundaries. For now on, we
automatic detection of phrase and accent parameters whgan to study ways to further introduce linguistic information as
different levels of linguistic information are introduced. Thea complement to the information extracted from prosodic
sentence  ‘sono  yookooni  tsuite  chotto  otazunéeatures.

shitaindesukeredomo, yoroshii desuka?’ (“I'd like to ask some
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