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detected) and false alarms (in which an impostor speaker is
ABSTRACT falsely detected). We define our menagerie as follows:

Performance variability in speech and speakergeition Sheep— Sheep comprise our default speaker type. In our

systems can be attributed to many factors. One major factefiodel, sheep dominate the population and systems perform
which is often acknowledged but seldom analyzed, is inhereapminally well for them.

differences in the recognizability of different speakers. In

speaker recognition systems such differences are characterif@pts — Goats, in our model, are those speakers who are
by the use of animal names for different types of speake,ggrticularly difficult to recognize. Goats tend to adversely
including sheep goats lambsandwolves depending on their affect the performance of systems by accounting for a
behavior with respect to automatic recognition systems. In thiisproportionate share of the missed detections. The goat
paper we propose statistical tests for the existence of thedepulation can be an especially important problem for entry
animals and apply these tests to hunt for such animals usig@trol systems, where it is important tladit users be reliably
results from the 1998 NIST speaker recognition evaluation. ~ accepted.

1. INTRODUCTION Lambs — Lambs, in our model, are those speakers who are
particularly easy to imitate. That is, a randomly chosen speaker

Research lore in speech and speakengmeition has for many is exceptionally likely to be accepted as a lamb. Lambs tend to
years acknowledged the existence of striking performan@alversely affect the performance of systems by accounting for a
inhomogeneities among speakers within a population. Thtisproportionate share of the false alarms. This represents a
termssheepandgoatshave been used to characterize speakepotential system weakness, if lambs can be identified, either
for whom systems perform well and poorly, respectively. Littlehrough trial and error or through correlation with other directly
systematic study has been made up to this time, however, dbservable characteristics.
characterize such differences within a population of speakers. .
One recent review, however, does discuss speaker performa¥¢glves — Wolves, in our model, are those speakers who are

differences, and applies animal names to problem spéakers particula_rly succe_ssful at_imitating other speakers. That is, their
speech is exceptionally likely to be accepted as that of another
Experiments in the recognition of speech and speakers ajgeaker. Wolves tend to adversely affect the performance of
strongly influenced by results for the most poorly performingystems by accounting for a disproportionate share of the false
speakers. This nonuniform performance often is an importaalarms. This represents a potential system weakness, if wolves
issue in applications. Thus, in addition to characterizingan be identified and recruited to defeat systems.
general population performance in terms of miss and false alarm
error rates, it is also important to characterize system robustness 3. DISTRIBUTIONS AND TESTS
over the population. In a study using the 1997 NIST speaker L ) . .
recognition evaluation data, various different random selectiorld'® SPeaker verification task is a detection task to determine
of speaker populations showed a factor of 9 change in fal¢d1ether some specified (target) speaker spoke some given
alarm rate at a fixed miss rateClearly, the mean population segment of speech. To avoid semantic confusion, we will refer
performance is not giving the complete picture. to the actual (true) speaker of t.he speech segment as the
segment speakerand the hypothetical (target) speaker as the
In this study we compute and analyze population statistics feModel speaker The speaker verification system evaluates a
speaker recognition performance based on the test data that wieeaker hypothesis by scoring the giveeesin segment against
used for the NIST 1998 speaker recognition evaluation. Thie model for the hypothesized speaker. The system then makes
evaluation includes data from more than 500 speakers agddecision, based upon the resulting score: If the score is
recognition results from 12 systems. greater than some fixed threshold (which is independent of
model), then the model speaker hypothesis atzepted.
2. THE ANIMALS Otherwise the hypothesis is rejected

In addition to the tl’ad.itiondheemn_dgoatpOpu|ati0nS, we can A speaker recognition system is tested by presenting |t Wlth
expand our hypothetical menagerie of speakers for the speak@iny segments from many (segment) speakers. Each of these
verification task. Speaker verification is a detection task, fafegments is evaluated, both for the segment (true) speaker

which system performance may be characterized in terms of tW@pothesis and for other model (impostor) speakers. Thus the
types of errors, namely misses (in which the true speaker is not



data available for our analysis are scores from a large numbervadlves, all the scores of the segments corresponding to a
trials, {S(i,j,k)}, where:S= the system output score for a trial; particular segmerjtand model speakérwere first averaged to

= the segment index for segment spegkej = the segment give S (j,k). The test for lambs then used the sar§id«j,k) :
speaker indexk = the model speaker index. For each segmestl j # k} for each model speaker k, while the test for wolves
speaker j, we can think of a population okeph segments, used the samplgS (j,k) : all k# j} for each model speaker j.

each with a corrg®nding score against the modtel Thus, we
can think of a score probability density function for a segme
speaker and model speakig, | j,K).

rﬁruskal-WaIlis Test: This is a non-parametric one-way
analysis of variance by ranks feftection 6.2]. For goats, all
same speaker scores are used (limited to speakers with at least
From these scores, we wish to determine if there are speakge test segments), while for lambs and wolves, the multiple
effects that demonstrate the existence of goats, lambs asehment scores for each segment and model speaker pair are
wolves. In order to do that, we assert the null hypothes@eraged as above before applying the test. The test assigns
namely that there are no speaker differences, and then determizeks to all of the averaged scores under consideration, and the
whether our experimental results violate this null hypothesisanks for each sample (corpesmding to a hypothesized speaker
Here are the relevant distributions and null hypotheses for oaf a particular species) are summed. Use of a non-parametric
menagerie: test avoids an assumption of normality in the data, which is

. . . system dependent.
Goats - Determine if the density of system output scores is a

function of the segment speaker when the segment speakeDigbin Test: This is a variant of the Friedman two-way
the model speaker. The density of intered(is| k,K and the analysis of variance by ranks fefgection 7.1], modified to
null hypothesis is that this density does not deperid on allow for an incomplete block desigfsection 7.4]. This is

. . . appropriate for considering scores where the segment and
Lambs - Determine if the density of system output scores is g, e speakers are different (testing for existence of lambs and
function of the model speaker when the segment speaker is ol es) and the data may be viewed as conditioned on the two
the model speaker. The null hypothesis is tfet j k) does not  yigterent types of speaker. Averaging across segments was
depend ork for all j as long ag# k. performed as above. The Durbin test assigns ranks to the
Wolves - Determine if the density of system output scores is @/€raged scores of each segment speaker (lamb test) and each

function of the segment speaker when the model speaker is Aypdel speaker (wolf test). These rankings are summed for each
the segment speaker. The null hypothesis isfifratj.k) does Model speaker (lamb test) and each segment speaker (wolf test).

not depend opfor all k as long a$ # k. 4 DATA

Here are the statistical graphical analysis tests that we used: . .
The hunt for the animals was conducted using data segments

Goats - First, using scores for which j = k, S(i,j,j), computefrom the 1998 NIST Speaker Recognition Evaludfiohe
variances from sets of scores attributable to the same segmewdluation speech data is derived from the Swibard-Il,
speaker and check to see if these variances depend orphHase 2 corpus and consists of 500 speakers (250 male, 250
Second, compute means from the same sets of scores, and clieglale), three training conditions, three test utterance length
to see if these means depend on j. We do this by comparing tladditions and 5000 tests per condition.

means with 2.5 and 97.5 percentiles under the assumption that ) ) )
the means and the variances do not depend on j. To eliminate many of the confounding variables which are

known to cause performance differences among sub-

Lambs - For model k, plot maximum score obtained as populations but are not directly attributable to speaker
maxgjj <k S(i,j,K) differences, such as handset mismatches, we restricted our
analysis to a subset of the entire evaluation. Specifically, we

versus each corrpending score for which j = k, S(i,k,k). used results from the female speakers, for models built from

two-session training, for 30-second test segments from different
. phone numbers than for training. Also, both test and training

maXq k= S(1.J.K). segments were limited to data (automatically) determined to be
and use them as in the goat case. First, using the maxim{li@m electret microphones. This data set consisted of 535 trials
scores, compute variances from sets of maximum scor@dth matching segment and model speakers from 154 speakers,
attributable to the same speaker and check to see if thé¥¥dl 4763 trials with non-matching speakers, involving 221
variances depend on j. Second, compute means from the s&fg@ment speakers.

sets c.)f Scores, and_ check to see if these means depend on ) RiEults are available from the 12 participating sites. However,
do this by comparing the means with 2.5 and 97'5 percentllﬁﬁ the official evaluation, only 10 model speakers were scored
under the e_tssumptlon that the means and the varances do Q&éinst each test segment. This limits the number of trials to be
depend on j. used for the lamb and wolf testing. To expand the analysis data,
F-test This is the standard one-way analysis of variance MIT Lincoln Laboratory systehwas run again to produce
statistical test of whether there is a population (in this cag€ores for all test segments against all model speakers. This
speaker) effect. We applied it to test for potential goats usingcreased the number of trials with non-matching speakers to
all segment scores for each speaker. In testing for lambs a#?.462 and the number of speakers to 240. It is this system’s

Wolves -Compute maximum scores obtained as



results that form the basis of the analysis, although we expddtere are 219 female speakers with both electret models and
the analysis to be generally true since most participating sitekectret test segments. From these we generated a square matrix

used a system similar to the MIT LL system. of mean scores with the diagonal entries omitted. This is an
incomplete block design to which we may apply the Durbin
5. ANALYSIS test, essentially a Friedman two—way analysis of variance by

. . ranks test. Unsurprisingly, this also readily shows significance

Goats Analysis -For speakers with at least two test segments ~nsurp gy y 9
2 - t the 0.01 significance level.

the distribution of the variances of the same speaker mod’?iel

scores was found to be consistent with the assumption of equal

variance for each speaker. Figure 1 shows the distribution o

mean scores for the speakers, plotted with the number of test FOR EACH MODEL, MAXIMUM OF IMPOSTER SCORES
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Figure 2:  Scatterplot of models: Highest model score vs. segment
o1f model score.

Wolf Analysis - Figure 3 is analogous to Figure 1 with
substitution for the Figure 1 scores, the maximum over models
for which the segment speaker does not match the model
speaker. With this substitution, we still have instances of values
Figure 1: Average true speaker scores with 2-sided 5% critical values. (maximum scores) by the same speaker. Thus, we can and did
. . . check that the data are consistent with the assumption of equal
The K_ruskaI-Wallls test was applied to the 39 speakers with riance for each speaker. Figure 3 shows the mean maximum
least five test segments as_the segment spéfkeB9)]. Bo_th scores for speakers plotted with the number of test segments of
the F-test (analysis of variance) and the Kruskal-Wallis tehe speaker on the horizontal axis. Were there no dependence
applied to these samples easily yielded rejection of the mHh speaker, only one point in twenty would lie outside the 2.5
hypothesis at the 0.01 significance level. Thus the existence(md 97.5 percentiles shown. The speakers above the 97.5
goats in the speaker_popglanon, at least for the system usedea‘?centiIe can reasonably be considered wolves. In addition,
generate the scores, is affirmed. applying the Durbin test to the matrix of scores from the 219

Lamb Analysis - Figure 2 shows for each model, the score fopP€akers with electret train and test data also rejected the null
each segment by the model speaker and the largest scoregpothesis at a 0.01 significance level.

segments by imposters. One model gave a very high score for
an imposter segment. Otherwise, there is no evidence of a
separate sub-population of models that could be considered
lambs. The models with large maximum imposter scores do
exhibit lamb-like behavior.
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There are 221 female speakers with models from electret
training data. For each of these, and for each female speaker of
electret segments (of which there are 241), we found the mean
of the scores involving the given segment speaker and the given
model. We then considered the set of mean scores for each of
the 221 model speakers. Both the F-test (analysis of variance)
and the Kruskal-Wallis test easily found significance at 0.01
significance level, supporting the conclusions that the 221 e T
samples of means scores could not be regarded as coming from NUMBER OF SPOKEN SEGMENTS

a common distribution. Thus the existence of lambs is
supported in this sense.
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Figure 3: Maximum scores with 2-sided 5% critical values



Correlation among animals -The Durbin test assigns a rank of the rank ordered speakers. It appears that the goats have the
sum to each speaker comesding to her scores as a modelgreatest performance effect, with 25% most goat-like speakers

speaker (lamb test) and a rank sum corresponding to her scazestributing 75% of the miss errors.

as a segment speaker (wolf test). Since both rank sums are

based on scores where the segment and target speakers are 7. CONCLUSIONS

different, it is perhaps reasonable that they should be mildlyi this paper we have considered three aspects of speaker
correlated (correlation coefficient ~ 0.26). For the 39 femaldifferences on the performance of a speaker recognition system.
speakers considered in the tests for goats, there appears to bgyedabel the speakers contributing to these effects goats, lambs
correlation between the goat with that of the lambs or wolveshd wolves. We have tested whether these effects are real, and
rankings provided by the statistical tests. we have found that they are. Note, however, that simply

rejecting the hypothesis that there is no effect does not prove

Correlation among system_s Fo_r the test§ where the segmentthe existence of distinct classes of speakers. In fact, this seems
and model speakers were identical (possible goats) we also hay

. u?te unlikely. More likely is that the population of speakers
complete results from all of the automatic systems the(& y y pop P

N : . . exhibits a continuum of goatish, lambish and wolfish
participated in the 1998 NIST evaluation. Figure 4, shows th?‘laracteristics. It is also quite possible that the speaker

normalized r?"”" sum fo_r the 39 female speakers included in t ffferences that we have found are a result of dependencies that
Kruskal-Wallis test for five of these systems. The speakers ar

. 3 1S Al not directly attributable to the spealgar, se For example,
girriﬁ;erciobti/wéhselgtgr%rrun:(laléigrrt?wr;kotS:eT rtaosruft)slsitnemisl, ;Vk;'fh there may be casual dependencies between speaker identity and
Y PaPer- ihe type of phone used. Nonetheless, considering that we have

demonstrated significant speaker differences, it remains to
develop standard meaningful characterizations of these
1 differences, and to include in future evaluations measures of
E os A ) system robustness to these differences.
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Figure 5: Cumulative error distributions for rank-ordered speakers.

At a posterior operating point of Pr[false alarm] = 10% and
Pr[miss] = 1%, we then analyzed the errors attributed to each
animal type. Figure 5 shows the cumulative error distribution



