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ABSTRACT ubiquitous GUI, when both are possible. Likewise, the
substantial speed improvements suggested by early WOZ
This paper reportson a case study comparison of a direct-  simulations not been attained.
manipulation-based graphical user interface (GUI) with the

QuickSet pen/voice multimodal interface for supporting the task [N @ recent series of high-fidelity WOZ simulations, it has been
of military force “laydown.” In this task, a user places mi"tarydemonstrated that multimodal communication involving speech

units and “control measures,” such as various types of lingdnd pen-based gesture offers potential tas_k performa_mce and user
obstacles, objectives, etc., on a map. A military expert designgfpference advantageg over speech-only interfaces in map-based
his own scenario and entered it via both interfaces. Usage @Bfks [13]. If speech in fact offers advantages over GUI-based
QuickSet led to a speed improvement of 3.2 to 8.7-foldnterfaces, it wou!d then be expegted that multlmodalllnteractlon
depending on the kind of object being created. These res@&omq lead to still greater benefits. However, the existence e_lnd
suggest that there may be substantial efficiency advantages®gdnitude of any such performance advantages with
using multimodal interaction over GUIs for map-based tasks. iImplemented systems have yet to be documented.

This paper reports on a case study comparison of a direct-
1. INTRODUCTION manipulation-based [14] graphical user interface with the

Before spoken interaction can pervade human-comput%umkset pen/voice multimodal interface [15, 16] for supporting
} e

interaction, situations and dimensions need to be identified
which it is superior to graphical user interfaces (GUIs). Mang, o i . . .
studies have attempted to investigate the claim that spok y1sion, and_control measures,” such as \iarlous ty’[,)es Of. I|ngs,
language interfaces will be more efficient than other interfac stacles, objectives, etc., on a map. A backend” application
technologies. However, generally speaking, the results ha%bsystem takes _the user spemf!catl_ons an_d attempts to
been equivocal. In early “wizard-of-Oz" (WOZ) simulations,decf)mp,ose the higher echelon unlts into their constituents,
researchers have foundpatential 2-3 fold speed advantage of positioning them onto th_e map subject to the control measures
speech over typing [1-4]. Early studies of speech systems rep% featureg of the tgrraln. In the next section, we describe this
efficiency gains in the neighborhood of 20% - 40% on a varie@VStem and its graphical user interface.

of hands-busy tasks [5-7] as compared with keyboard inpup. .

However, many studies also report that once the time taken lIﬂrrl ExInit

error correction is included, the expected advantages of speech

can evaporate [3’ 8] For examp'el in a Comparison Of Spee(ﬂ(ﬁcent TeChnOIOgieS, ATI |nC0rp0rated, MRJ CorpOI’atiOI’l, and
keyboard, and scroll bars, Rudnicky [9] found that speech waBe Oregon Graduate Institute have developed a new Exercise
preferred by users despite the fact that Spoken control of ||5j[§tlallzatlon tool for the Department of Defense called ExInit.
was slower than use of a scroller, once error correction time wkge job of this system is to create the force laydown and initial
included. A recent study comparing spoken interaction witfission assignments for very large-scale simulated scenarios.
other input modalities found that although speech is preferredVéhereas previous manual methods for initializing scenarios
94% recognition rate would be required for a speech interface fiequired many person-years of effort, such a scenario recently
achieveequivalent performance to various manual input mode$ook a single ExInit user 63 hours, most of which was
[10]. Such word recognition rates have been attained by rec&@mputation.

high-performance spoken dialogue systems (e.g., the AT“:lenit provides a GUI based on the Microsoft Windows suite of

systems, such as [11, 12]), but those systems have not been . . . N Lo
. . . . . Interface tools, including a “browser”, drop-down scrolling lists,
systematically compared with graphical user interfaces. It is fair -
uttons, etc. The user would employ the unit browser to explore

to say that, despite its obvious advantages for hands/eyes-bH%s echelon hierarchy until the appropriate echelon is “opened,”

a_nd telephone-_based_ tasks, res_earch _has .St'” not_ Identlflgnd the desired unit is located. The user then would select that
circumstances in which spoken interaction is superior to the . . . e

unit, and drag it onto the map in order to position it on the
terrain. The system then asks for confirmation of the unit's

* First author: Center for Human-Computer CommunicatiorPlacement' Once confl_rmed, ExInit decomposes the unit to the
r’e{quested level of the hierarchy.
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task of military force “laydown.” In this task, a user places
ons representing military units, such as thé @drborne




select the desired type. Then the user would click on a button to
start entering points, select the desired locations, and finaly
click the button to exit the point creation mode. The user is
asked to confirm that the selected points are correct, after which
the system connects them and creates a control measure object of
the appropriate type. Many military systems, such as ModSAF
[17] amilitary simulator, incorporate similar user interface tools
for accomplishing the force laydown task.

1.2 Quick Set

QuickSet is a handheld, multimodal (pen/voice) interface for
map-based tasks. With this system, a user can create entities on
amap by simultaneously and continuously speaking and drawing
[15, 16]. A major design goa for QuickSet is to provide the
same user input capabilities for handheld, desktop, and wall-
sized termina hardware.  We believe that only voice and
gesture-based interaction comfortably span this range. QuickSet
provides both of these modalities because it has been
demonstrated that there exist substantive language, task
performance, and user preference advantages for multimodal
interaction over speech-only and gesture-only interaction with
map-based tasks [13, 18]. Specifically, for these tasks,
multimodal input results in 36% fewer task performance errors,
35% fewer spoken disfluencies, 10% faster task performance,
and 23% fewer words, as compared to a speech-only interaction.
Multimodal pen/voice interaction is known to be advantageous
for small devices, for mobile users who may encounter different
circumstances, for error avoidance and correction, and for
robustness [19]. Furthermore, our earlier empirical research
[13, 18] has identified numerous advantages of a multimaodal
pen/voice interface for map-based tasks, such as smulation
setup.

The QuickSet interface presents a geo-referenced map, such that
entities displayed on the map are registered to their positions on
the actua terrain, and thereby to their positions on each of the
various user interfaces connected to the facilitator. The map
interface provides the usua pan and zoom capabilities, multiple
overlays, icons, etc. Two levels of map are shown at once, with a
small rectangle shown on a miniature version of the larger scale
map indicating that portion of it being shown on the main map
interface.

Employing pen, speech, or more frequently, multimodal input,
the user can annotate the map, creating points, lines, and areas of
various types. The user can aso create entities, give them
behavior, and watch a simulation unfold. When the pen is
placed on the screen, the speech recognizer is activated, thereby
allowing usersto speak and gesture simultaneously.  Speech and
gesture are recognized in parallel, with the speech interpreted by
anatural language parser. The meaning representations derived
from speech and gesture are each represented as feature
structures [20], with the final multimodal interpretation arrived
a through a unification process [21] subject to empiricaly-

derived tempora constraints [13]. At the user’s choice, the control, and tactics.

The system’s interpretive processes, as well as the target
application subsystems, operate in parallel and are coordinated
by a facilitator agent in the Open Agent Architecture [23] (see
Figure 1). ExInit's servers (e.g., unit deployment) are connected
to the CORBA bridge agent shown in Figure 1. Thus,
multimodal input to QuickSet can directly cause operations by
the ExInit deployment servers, bypassing the ExInit GUI.

Figure 2 shows an image of the QuickSet user interface as it is
being used for force laydown. For the this task, the user either
selects a spot on the map and speaks the name of a unit to be
placed there (e.g, “mechanized company”), or draws a control
measure while speaking its name (e.g., “phase line green”).
QuickSet creates the appropriate military icon on its map, and
sends commands directly to ExlInit. To illustrate the use of
QuickSet for ExInit, consider the example of Figure 2, in which,
a user has said: “Multiple boundaries,” followed in rapid
succession by a series of multimodal utterances such as
“Battalion <draws line>," and “Company <draws line>.” The
“multiple” utterance tells QuickSet that subsequent input is to be
interpreted as a boundary line, if possible. Multimodal input that
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both names an echelon and draws a line are then interpreted as
boundaries of the appropriate echelon, and are echoed on the
map appropriately. Numerous features describing engineering
works, such as a fortified line, a berm, minefields, etc. have also
been added to the map using speech and gesture. The user has
created a number of armored companies facing 45 degrees in
defensive posture; he is now beginning to add armored
companies facing 225 degrees, etc.

QuickSet can employ multiple speech recognizers, including
IBM’'s Voice Type 3.0 and Voice Type Application Factory
(VTAF), as well as Microsoft's Whisper or any SAPI-compliant
recognizer. For this case study, IBM’s Voice Type Application
Factory was used with a bigram grammar and 629 word
vocabulary. VTAF produces a single recognition hypothesis.

2. PROCEDURE

The user was a retired Major in the US Marine Corps, author of
numerous text books on military planning, command-and-
The subject was given 30 minutes to learn

system offers two modes of confirmation — allowing the user tithe ExInit GUI, and the same amount of time to learn QuickSet.

confirm the recognized speech, or to confirm the system’s entie had used neither system before.

The subject created a

multimodal interpretation [22]. The latter is advantageouscenario of his own choosing first on paper, then with the Exinit

because it allows the system to use each mode to compensatedol, and finally with QuickSet.

errors in the other.

The systems were run on a
Pentium Pro (200MHz) computer with an 10" diagonal Wacom



PL300V, integrated color flat-panel display/digitizer with stylus  user was able to make 5 attempts with QuickSet in less time than
input. it took to create that control measure using the GUI.  The

. . . multimodal success rate for the other control measures and units
The scenario consisted of creating 15 control measures, and 6 was 100%

units. The mean time needed to create each was calculated. The
time to create an entity began at the time of the first movement

towards a menu or object (for the GUI), or the time when the QuickSet ExInit
microphone was turned on by placing the pen on the map (for ENTITY TYPE GUI
QuickSet). Creation time ended when the system asked for

confirmation or disconfirmation of its impending action. With Unit (n = 6) 3.0 secs. 26.0 secs.
both systems, the user could enter a “mode” in which he was Control measure | 6.5 secs. 20.5 secs.
creating a particular kind of entity (e.g., a mechanized company). (n = 15)

The time taken to enter the mode was amortized over the number

of entities created in that mode. Separate entity creatioln
calculations were made for units and control measures becal]‘:Léll
the GUI employs a different user interface tool for each of them’ "
Creation times include correction of all user and system errors

le I. Mean times to create entities with QuickSet and
nit’s graphical user interface

for both QuickSet and the GUI. Not only was multimodal interaction substantially more
efficient, it was strongly preferred. Comments from the user
3. RESULTS include: "The speech and gestures required were very natural

and intuitive, as was the combination between them. The click-
Multimodal interaction resulted in an 8.7-fold speed increase #nd-drag program, by comparison, was more difficult to work
creating units compared to the GUI, and a 3.2-fold increase with. The requirement to go through various menus to emplace a
creating control measures (see Table I). Much of the substantialit or control measure was unwieldy."

4. DISCUSSION AND CONCLUSIONS

This case study suggests there may be substantial speed and
efficiency advantages of multimodal interaction over direct
manipulation-based graphical user interfaces for map-based
tasks. Unlike prior research in which expected speed advantages
were washed out by error correction, the strong advantages of
multimodal interaction hold in spite of a 68% multimodal
success rate, including the required error correction. In the
future, a more comprehensive study will compare ExInit with a
new version of QuickSet, which is known to be substantially
more capable than the one used here (for example, the gesture
recognition error rate has been reduced by 55%.).
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