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ABSTRACT
This paper presents a method for segregating and rec-

ognizing concurrent vowels based on the amplitude modu-
lation spectrum. Vowel segregation is accomplished by F0-
guided grouping of harmonic components encoded in the
amplitude modulation spectrum while vowel recognition
is achieved by classifying the segregated vowel spectrum.
Main features of the method are (1) the reassigned tech-
nique is employed to obtain a high resolution amplitude
modulation spectrum and (2) Fisher’s linear discriminant
analysis is used to improve the performance of vowel clas-
sification. The method is tested on a double-vowel identifi-
cation task and some preliminary results are provided.

1. INTRODUCTION

A problem that has received considerable attention over the
years is double-vowel segregation in the context of audi-
tory scene analysis [1]. The research has been inspired pri-
marily by the desire to explore thecocktail party effect[2]
which is concerned with the human capability of group-
ing sound components into meaningful auditory streams.
Various experiments in the recognition of double synthetic
vowels have shown that listeners can identify concurrent
vowels more easily when the fundamental frequencies (F0)
of the vowels are different [3, 4]. The physiological find-
ings have motivated the development of variousF0-guided
segregation models [4, 5, 6]. These models have a com-
mon feature of grouping the sound components obtained
by a peripheral auditory filterbank by means of exploiting
the difference inF0. Depending on the way of exploit-
ing theF0 difference, the existing segregation models can
be broadly classified into two categories: channel selection
models [4, 5] and harmonic sieve models [6].

It is not clear which type of segregation models better
imitates the neuronal mechanism underlying the segrega-
tion of concurrent vowels in the auditory system. From a
machine perception point of the view, the harmonic sieve
models have advantages over the channel selection mod-
els. Channel selection models suffer the problem of spec-
tral distortion when two competing vowels have close for-

mant frequencies, while harmonic sieve models are insen-
sitive to the location of formant frequencies. The harmonic
sieve model proposed by Berthommier and Meyer [6] uses
an amplitude-modulation (AM) map to capture the ampli-
tude modulation components of speech signals filtered by
an auditory filterbank in such a way that separation can be
achieved by grouping the components with common mod-
ulation frequencies in the bandpass channels. Recently a
computational system based on the AM-based segregation
model has been built and experiments have been carried
out to investigate its usefulness for segregating concurrent
vowels for real speech [7].

However, there are still two central issues which need
to be addressed when we apply the AM-based separation
method to real speech signals. They are: (i) how to ob-
tain high resolution AM spectra from real speech signals in
short duration; and (ii) how to deal with spectral variations
of real speech signals. The aim of this paper is to make
the AM-based separation method a practical proposition by
tackling the two issues. For the first issue, we employ the
reassigned method to provide a high resolution AM spec-
trum. The reassignment method was originally proposed to
improve the readability of time-frequency representations
and has recently been shown to be useful for speech signal
analysis [8]. In our work we employ the reassigned method
to improve the spectral resolution by frequency displace-
ment in the AM spectrum. For the second issue, we use
Fisher’s linear discriminant method to recognize the sep-
arated vowels. Fisher’s linear discriminant method deals
with the variation by dimensionality reduction via linear
projection. The performance of the proposed technique for
separating and recognizing real concurrent vowels is evalu-
ated on the TIMIT database. Experiments were carried out
to segregate and recognize concurrent vowels whose con-
stituent vowels are the six vowels /aa/, /ey/, /iy/, /er/, /oy/
and /uw/. The results show the improvement of the pro-
posed method compared to the previous one [7].

The paper is organized as follows. The next section de-
scribes the vowel representation and the segregation model.
Section 3 proposes the application of the reassignment tech-
nique to obtain high resolution AM map. Section 4 presents
experimental results, and Section 5 concludes the paper.



2. VOWEL REPRESENTATION AND
SEGREGATION MODEL

In the peripheral auditory system, the neural representation
of acoustic signals can be modeled by a peripheral filtering
using an auditory filterbank, followed by a hair-cell trans-
duction to extract the AM excitation patterns of incoming
sounds. In our work the auditory filterbank chosen is a
Gammatone filterbank with 32 4th-order filters. The fil-
ters are placed evenly on the equivalent rectangular band-
width (ERB) scale. The center frequencies of the filters
range from 0.1 to 5.0 kHz at 0.5 Bark spacing. The hair-
cell transduction is realized by half-wave rectification and
band-pass filtering. The compressive non-linearity usually
seen in hair-cell models is not included. The excitation pat-
terns processed by the filterbank and a hair-cell transduc-
tion are a bank of amplitude modulated signals.

Vowels are characterized byF0-related harmonics with
energy concentrated around the formants of the vocal tract.
AM components of vowels carry the information about the
envelope periodicity of the vowel spectrum. The problem
of representing vowels in the auditory system is equiva-
lent to that of encoding the envelope information. Neu-
rophysiologists have accumulated evidence for the role of
periodicity coding and analysis in the auditory system [9].
A hypothesis is that the amplitude modulated signals ob-
tained by a filterbank and a hair-cell transduction are fur-
ther processed by neural units which contribute to the anal-
ysis of periodicity information. Motivated by this hypoth-
esis vowels are represented by an AM map which is gener-
ated through spectral analysis of the amplitude modulation
patterns in each channel. Figure 1 shows the model of the
auditory system for vowel representation.
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Figure 1: Model of the Auditory System

Figure 2 shows the AM map of vowel /er/ using Short Time
Fourier Transform (STFT) for the spectral analysis

STFTh(x; t; f) =

Z
x(�)h�(t� �)e�2�f(t��)d� (1)

in whichh(t) is the analysis window function. We can see
from the AM map that ridges emerge in the places where
the modulation frequencies are integer multiples of fun-
damental frequency, i.e. each harmonic is expressed as a
ridge. The vowel spectrum in the auditory spectral domain
can be recovered by summing energy from the harmonic
ridges in the AM map.
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Figure 2: 3D plot of the AM map of vowel /er/ with 128ms
in duration, whereF0 is 152 Hz.

A harmonic-sieve segregation model can be built based
on the AM representation [6]. Since AM information of
vowels is well encoded as the harmonic ridges in the AM
maps, when concurrent vowels with two differentF0 are
present, the AM map shows the harmonic ridges corre-
sponding to the harmonics of the twoF0s. Vowel segrega-
tion can be achieved by grouping signal components with
common modulation frequencies in channels provided that
theF0s of competing vowels are different. More precisely,
the segregation model works as follows: provided that the
resolution of modulation frequency is sufficient to local-
ize the harmonic ridges in the AM map, vowel segregation
can be accomplished through two steps: (1) grouping the
harmonic ridges basedF0s; and (2) summing the grouped
harmonic ridges to recover the vowel spectrum.

3. REASSIGNED AMPLITUDE
MODULATION SPECTRUM

Speech signals are non-stationary in nature, i.e. both the
amplitude and frequency of speech resonances may change
rapidly because of the rapidly-varying airflow in vocal tract
cavities. This implies that the vowels to be analyzed must
be of short duration, and thus STFT is usually applied in
spectrum analysis to account for the characteristic of quasi-
stationary speech signals. However, STFT has its own de-
ficiency: there is a tradeoff between time resolution and
frequency resolution due to the Gabor-Heisenberg inequal-
ity. As far as the AM representation is concerned, a vowel
of short duration limits the frequency resolution of the AM
map.



Since the performance of the segregation model de-
pends largely on the resolution of the AM map, it is de-
sirable to apply some advanced spectral analysis technique
for attaining high resolution AM representation. Recently
the reassignment method [10] has been proposed to allevi-
ate the resolution problem associated with STFT. The ba-
sic idea of the reassignment method is assign the value of
the spectrogram computed by the short-time Fourier trans-
form to the center of gravity of the region rather than the
geometric center of the region. Given a signalx(t), the re-
assignment operator assigns the spectrogram at(t; f) to a
new location(t̂; f̂) in such a way:

t̂(t; f) = t�Ref
STFTt�h(x; t; f)

STFTh(x; t; f)
g (2a)

f̂(t; f) = f +
1

2�
Imf

STFTdh=dt(x; t; f)

STFTh(x; t; f)
g (2b)

wheredh=dt andt � h denote the differentiation window
and multiplication window, respectively, with respect to
the analysis windowh(t). The purpose of reassignment
is to increase the concentration of the signal components
through the reallocation of the energy distribution in the
time and frequency joint plane.

The reassigned method has been previously shown to
be useful for improving the resolution of AM map in a
simple case where synthetic vowels are used [11]. How-
ever, this result cannot be straightforwardly extended to
the real vowel case because synthetic vowels are distinct
from real vowels at least in the following two respects: (1)
real vowels are non-stationary while synthetic vowels are
stationary; and (2) the spectral shape of real vowels de-
pends on the context which the vowels are associated with,
while coarticulatory effects are not seen in synthetic vow-
els. Therefore, in this paper we investigate the usefulness
of the reassigned spectrum technique for segregating con-
current vowels for real speech.

Since we only deal with frame-based vowel segrega-
tion in which a fixed time is used, we consider a simpli-
fied version of the assignment method which only allows
frequency displacement. It is worth mentioning that the
assigned frequency points are no longer uniformly spaced.
In practice a re-sampling scheme is used so that the reas-
signed spectrum is sampled at a fine uniform grid. Figure 3
shows the comparison of the reassigned AM map and con-
ventional AM map based on STFT. It can seen from that
the reassigned AM map provides us with much more pre-
cise location of the ridges so that AM components of con-
current vowels can be segregated.

4. EXPERIMENTAL RESULTS

We tested the proposed method on the TIMIT database
[12] which is a phonetically rich and multi-speaker real
speech database. Vowels were extracted from the TIMIT

database and concurrent vowels were generated by mix-
ing randomly selected pairs of the extracted vowels with
equal powers. The performance of the proposed method
was tested for segregating concurrent vowels with different
durations: 32ms, 64ms and 128ms.
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Figure 3: Comparison of the AM map via the reassigned
method and the AM map via STFT: (a) contour plot of
the AM map constructed by conventional STFT; (b) con-
tour plot of the AM map constructed by the reassignment
method, in which horizontal axis and vertical axis represent
modulation frequency and channel index respectively.

We considered the task of segregating and recogniz-
ing concurrent vowels whose constituent vowels are the six
vowels /aa/, /ey/, /iy/, /er/, /oy/ and /uw/. We built a system
with which the task is accomplished through three steps:
(1) estimate theF0s of constituent vowels via the linear
prediction based method which we recently developed and
will be reported elsewhere; (2) recover constituent vowels
from the mixed vowels via exploiting the difference inF0;
and (3) recognize the segregated vowels via vowel classi-
fication. Vowel classification was performed using linear
discriminant analysis (LDA). The main motivation of us-
ing LDA lies in its capability to accommodate the spectral
variation of vowels within classes. Spectra of real vowels



vary depending on the context, e.g. the word with which
the vowels are associated. LDA deals with the variation
by dimensionality reduction via linear projection. The lin-
ear projection is chosen in such a way that the ratio of the
between-class scatter and the within-class scatter is maxi-
mized. The dimension of the reduced space isN�1 where
N is the number of classes.

The performance of the method was evaluated by mea-
suring the recognition rate of the segregated vowels. A
total 1000 pairs of concurrent vowels were tested in the
experiment. The projection matrix for LDA was deter-
mined using all available vowels extracted from the TIMIT
database as the training data. Vowel classification is per-
formed in the reduced feature space based on a Euclidean
distance measure. That is, each vowel is assigned to the
class by which the Euclidean distance between the vowel
and the template is minimized. In the experiment we com-
pared the segregation with reassigned AM map and the seg-
regation with conventional STFT. In Figure 4 the rate of
recognizing both the separated constituent vowels is plot-
ted against different vowel durations. It shows that the
proposed method outperforms the previous method using
STFT [7]. For vowels with 64ms duration which is a typ-
ical case in real speech processing, the proposed method
achieves 41.1 percent recognition rate of both vowels cor-
rect. And equivalently the rate of recognizing the segre-
gated vowel is 64.1 percent, which are reasonably close to
their counterparts for the unmixed vowels (72.2 percent).
The results indicate that the proposed method can be ap-
plied to real speech processing.
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Figure 4: Recognition rate of both vowels correct.

The spectral distortion caused by segregation can be at-
tributed to several factors: (1) limited resolution of AM
map; (2) interaction between constituents of mixed vow-
els; and (3) accuracy ofF0 estimation. In the experiment
we found that the resolution of AM map is the main factor.
The use of reassignment method to increase the resolution
of the AM map allows us to reduce the spectral distortion
caused by harmonic sieve in the segregation stage.

5. CONCLUSIONS

A method for segregating and recognizing concurrent vow-
els was proposed. The method segregates concurrent vow-
els by F0-guided grouping of harmonic components en-
coded in the reassigned amplitude modulation spectrum.
The method recognizes the segregated vowels via Fisher’s
linear discriminant analysis. Experiments were carried out
to evaluate the performance of the method using the vowels
extracted from the TIMIT database. Experimental results
show the viability and superiority of the proposed method.
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