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Abstract

This paper presents an HMM-based recognition sys-

tem for perceptive relevant pitch movements of spon-

taneous German speech. The pitch movements are

de�ned according to the perceptively and phonetically

motivated IPO-approach to intonation. For recogni-

tion we use a hybrid approach combining polynomial

classi�cation with Hidden Markov Modelling. The

recognition is based only on the speech signal, its fun-

damental frequency and eleven derived features. We

evaluate the system on a speaker independant recog-

nition task.

1 Introduction

In current speech recognition systems, usually, no

prosodic information is used. However, it is a well-

known assumption that prosody can contribute useful

information to enhance speech recognition and under-

standing processes [6]. While for speech recognition,

there is no doubt that recognition processes should be

resulting in a sequence of word hypotheses for prosody

recognition the chosen units depend on several com-

peting linguistic theories. Although their advantages

and disadvantages on a level of linguistic description

have been discussed thoroughly, further exploration of

their e�ectiveness in the area of automatic speech pro-

cessing is necessary.

So far most approaches on German prosody recog-

nition have concentrated on the recognition of ac-

cents and phrase boundaries [6, 9, 8]. In contrast

to that our aim is the recognition of melodic aspects

of speech. The aim is to provide a melodic descrip-

tion which covers the complete speech signal in terms

of melodic items. Since for languages like English or
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German speech melody is strongly connected to accent

and boundaries our approach can provide information

about these kinds of segments by de�ning the relation

between speech melody and accents and boundaries.

For the automatic recognition of speech melody, we

propose intonational units that are de�ned according

to the phonetically and perceptively motivated IPO-

approach to intonation [10]. The resulting pitch move-

ments describe the perceptive relevant melodic aspects

of German speech. Their validity was tested in per-

ception experiments for read-aloud speech [1] and later

we have shown in perception experiments that they

are valid for spontaneous speech as well [3]. Section

2 gives an overview of the underlying melodic model.

For the recognition we use a hybrid system combining

polynominal classi�cation with Hidden Markov Mod-

els (HMMs) which is described in section 3. Section

4 describes the speech corpus currently used for train-

ing and testing purposes and experimental results are

given in section 5.

2 Underlying melodic model

As the perceptive relevance of the melodic units is a

crucial point, a short outline of the de�ning procedure

is given.

Based on the assumption that in spoken language

all perceptively relevant changes in pitch can be de-

scribed by means of a �nite set of local and global pitch

movements the process of de�ning those pitch move-

ments consists of a step-by-step reduction of measured

F0-contours. This process is guided by three percep-

tive criteria perceptual equality, perceptual equivalence

and acceptability which are applied at di�erent levels

of model building and shall ensure the perceptive rel-

evance of the melodic items gained in the reduction

process. Wether these three criteria are met can be

and has been veri�ed experimentally. Proposals and

discussions of several experimental setups are given in

[4, 10].



Firstly, in the reduction process the course of origi-

nal F0-contours (logarithmic scale) is substituted by a

minimal number of straight lines. The resulting con-

tours have to be perceptively equal to the original con-

tours. Secondly, the comparison of numerous of those

"substituted" contours leads to proposals for standard

spezi�cations of perceptively relevant pitch movements

of the language under investigation. Contours made of

those standardizations have to be perceptively equiv-

alent to the original contours or to those by straight

lines approximated contours. Additionally, these stan-

dardized melodic contours have to be acceptable con-

tours of the language under investigation.

For German, a set of 14 descriptive units is pro-

posed (see table 1). The set contains 12 local pitch

movements which are de�ned with respect to their po-

sition in the syllable, their range and their duration.

`D` represents contour segments following the global

course (e.g. overall decline) of the F0-contour. `P`

represents the pause which means in this case silence,

background noise etc. The syntagmatic relation of the

melodic units can be described by means of a regular

or context free grammar.

Label Duration Position Size

(ms) (ms) (st)

a 180 vo-210 +7.5

b 180 vo-60 +7.5

c 60 vo-30 +2.5

d 180 vo +7.5

e 180 evp-180 +7.5

f 300 evp-300 +12.5

g 120 evp-120 +5

1 180 vo -7.5

2 240 vo+60 -10

3 var vo+120 -7.5

4 180 vo+150 -7.5

5 var evp -7.5

D var var decl

P var var -

Table 1: Pitch movements for German: vowel onset

(vo), end of voiced part of the syllable (evp), semi-

tones (st), variable (var), overall decline of F0 (decl),

milliseconds (ms).

function labels

accent a, b, c, d, 1, 2, 4

boundary e, f, g (3, 5)

between

accents or boundaries 3, 5, D

Table 2: Functions of pitch movements.

As mentioned above there is a strong connection be-

tween speech melody and prosodic items like accents

or the boundary signalling pitch movements. Every

pitch movement can be interpreted as an accent lend-

ing pitch movement, a boundary signalling pitch move-

ment or as a pitch movement connecting occurences

of the two types. As it is shown in table 2, the

pitch movements of type 3 and 5 occur as a bound-

ary signal as well as they connect pitch movements of

other types. Thus, the pitch movements on their own

contribute important information to further usage in

speech recognition and understanding systems. Be-

sides, the overall melodic pattern which they form is

strongly connected to aspects of discourse structuring,

syntax and semantics [10, 11].

3 Outline of the recognizer

The recognition system consists of feature extraction,

polynomial classi�cation and HMM based recognition.

It uses the speech signal (raw data, 16000 Hz sampling

frequency) as its input and provides one melodic de-

scription per speech signal (best chain).

3.1 Feature extraction

Firstly, for feature extraction the fundamental fre-

quency is calculated using the integrated pitch algo-

rithm of ESPS/XWaves. For the purpose of recogni-

tion we use 11 dimensional feature vectors as proposed

by [9]1. They are calculated with a frame rate of 10 ms

and each of them describes fundamental frequency and

energy contours of the speech signal over an interval

of 200 ms. The fundamental frequency is interpolated

and decomposed into three components by band pass

�lters. Time derivatives of the interpolated F0 contour

and its three components describe the F0 contour lo-

cally and globally. To this eight features per frame

which are based on fundamental frequency, 3 energy

features, the so called nasal band, sonorant band and

the fricative band are added.

3.2 Classi�cation

For the calculation of the emission probabilities of the

HMMs we use a hybrid approach combining a polyno-

mial classi�er with Hidden Markov Models. Usually,

the goal of a classi�cation system is the mapping of a

feature vector ~c into one of K classes 
k. The polyno-

mial classi�er approximates the perfect classi�cation

functions

�k(~c) =

�
1 if ~c 2 
k

0 otherwise

1We wish to express our thanks to Volker Strom, IKP, Uni-

versity Bonn, who kindly provided the software for feature ex-

traction.



by a polynomial in the coe�cents of the feature vec-

tor. Let ~x(~c) = (1; c1; : : : ; cn; c
2

1
; c1c2; : : : ; c

2

n; c
3

1
; : : :)T

denote the expanded feature vector then the estimated

classi�cation functions can be written as

dk(~c) = ~aT
k
~x(~c).

The optimal parameter vectors ~ak are calculated on

the basis of a classi�ed training sample by minimiz-

ing the mean square error between the perfect and

the estimated classi�cation functions. According to

the Weierstrass Theorem, arbitrary functions can be

approximated in such a way where the accuracy only

depends on the degree of the polynomial.

3.3 Hidden-Markov Modelling

For the modelling of prosodic events on a segmental

level we use HMMs. Basic methods for model build-

ing, parameter training and decoding are provided by

a general HMM toolkit which we normally use for

the design of our speech recognition systems [5, 12].

This framework in general supports continuous mix-

ture models that can be structured hierarchically and

can use either data or model-driven strategies for pa-

rameter tying. During Viterbi-decoding statistical lan-

guage models or context free grammars can be applied

to constrain the search process.

As currently we do not yet have su�cient knowl-

edge about a possible internal structure of the prosodic

events described in table 1, for each of them a single

basic model with a certain number of tied states is ini-

tialized from the labelled data. In order to account

for three phases - transitions to left and right con-

text and center, as commonly used for phonetic units

- and for widely di�ering segment durations up to four

corresponding models are built for each segment as

concatenations of a certain number of the appropriate

basic units. Initially, all of them have identical pa-

rameters. However, during Baum-Welch reestimation

parameters of compound models are adjusted indepen-

dently.

Our hybrid approach is similar to a semi-continous

HMM (SCHMM) where instead of a mixture of gaus-

sian distributions a mixture of estimated classi�ca-

tion functions dk(~c) is used. The mixture coe�-

cients bik; i = 1::N; k = 1::K (N number of HMM

states,K number of polynomials) are estimated during

the Baum-Welch training analogously to SCHMMs.

Therefore, the use of a polynomial classi�er of sec-

ond degree is in principle equivalent to a conventional

SCHMM because the expression (~c � ~�)TK�1(~c � ~�)

in a gaussian distribution is a polynomial of second

degree in the coe�cents of the feature vector ~c.

4 Speech Corpus

The speech corpus we currently use for training and

testing purposes is taken from a larger set of recorded

man-machine interaction. In contrast to other ap-

proaches (e.g [7]) where the speech corpus was elici-

tated especially with the aim of providing optimal in-

tonation patterns our corpus has been recorded in a

Wizard-of-Oz scenario whose main aim was to pro-

vide spontaneous man-machine-dialogues within the

domain of a construction scenario [2]. The task for the

subjects was to advise the computer to build a toy air-

plane. During the dialogue the resulting intermediate

construction stages had been visualized on the screen.

Output of the simulated speech system had been pre-

de�ned sentences realized via a speech synthesis sys-

tem. The whole corpus consists of 50 recorded man-

machine dialogues containing approximately 8 hours

of speech (51330 words) spoken by 34 male and 16

female speakers.

Since the melodic annotation of speech signals is a

very time consuming task, we currently use approxi-

mately 30 minutes of speech containing speech samples

of 30 speakers for training and 5 minutes of speech by

10 di�erent speakers for evaluation purposes. Since the

corpus was not recorded especially with the aim of pro-

viding optimal intonation contours, the occurences of

the melodic items vary signi�cantly according to their

acoustic realization. In addition, some types of pitch

movements occur rather frequently whereas others oc-

cur only a few times. The frequency of occurences in

the corpus currently used varies from a few to approx-

imately 1000 occurences for the larger classes. How-

ever, this phenomenon is not speci�c to our training

material but re
ects the occurence frequency of the

pitch movements in general.

5 Experiments

The set up for the experiments done so far, was the

recognition task of all 14 classes given in table 1.

First experiments have been performed using unsu-

pervised learning for codebook estimation. A code-

book for mixture density classi�cation was generated

by an unsupervised clustering of 2,5 hours of sponta-

neous speech of our corpus using the LBG-algorithm

to construct a set of 64 gaussian distributions with full

covariance matrices. Using this codebook for a mix-

ture density classi�cation has not shown satisfactory

results. Presumably this is due to widely di�ering class

sizes of the pitch movements resulting in a prior prob-

ability close to zero for most of the estimated classes.

Therefore we choose the approach described in sec-

tion 3 which seems to be more robust towards varying

class sizes. The 11 dimensional feature vectors are



classi�ed into 14 classes corresponding to the 14 types

of pitch movements (table 1) using a polynomial clas-

si�er of �fth degree. For HMM-modelling currently

one state per basic model is initialized. For most of

the pitch movements three phases are assumed and at

least one model for short durations and one for longer

durations is given. Currently, no grammar for pitch

movements is used { a contour is de�ned as an ar-

bitrary sequence of the 14 types of pitch movements.

Table 1 gives an overview of the corpora used for train-

ing and testing purposes. Table 2 shows the recogni-

tion results calculated on the best chain. The system

is evaluated as a conventional continuous speech rec-

ognizer using a 14 word lexicon. Word accuracy and

some related measurements have been calculated.

speaker

corpus turns min male female

training 150 30 21 9

test 23 5 6 4

Table 1: Corpora for training and testing

results

corpus wa wc sub del ins

training 54.92 55.62 10.55 33.83 0.70

test 48.28 49.75 19.21 31.03 1.48

Table 2: Recognition results for training and test,

word accuracy (wa), words correct (wc), substitutions

(sub), deletions (del), insertions (ins).

Though the recognition performance is still low the re-

sults show that the approach is feasable. Most of the

errors are due to the class `D`. This class can be consid-

ered as a superclass of a set of very heterogeneous sub-

classes which can not yet be de�ned explicitely. How-

ever, the correct recognition yields segment boundaries

which are close to the segment boundaries of manual

labelling. This makes it possible to use the outlined

system despite its currently low performance as an ini-

tial guess for further manual labelling.

6 Conclusion

This paper presented a hybrid approach for the recog-

nition of perceptively relevant pitch movements of Ger-

man spontaneous speech. Currently, the design of

the approach focuses more on the problems rised by

spontaneous speech, speaker independancy and vary-

ing class sizes than on the question of optimizing recog-

nition results. The results show that in general the ap-

proach is feasable. However, further improvement of

the recognition performance is necessary. Especially,

increasing the corpus of melodically annotated speech

will enable us to investigate the use of a statistical

language model for improving the recognition perfor-

mance.
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