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ABSTRACT Language models based on small number of POS show higher
perplexity. Language models based on more detailed linguistic

features result in a larger number of classes and perplexity gets

hastic lan model n word n-grams require h . ) .
Stochasic la guage Od? s based on word n-gra 1S require "Il%er. Using all lexically given features and values often results
amount of training material and of storage especially for large

. 1N a large number of classes. Respecting the available amount of
vocabulary systems. Using n-grams based on classes much Igs . S
O . - ext material and memory often it is necessary to reduce the
training material is necessary and higher coverage can bgé
. - . S ... number of classes.
achieved. Building classes on basis of linguistic characteristics
P has th van hat new wor n ign i1y
(POS) has the advantage that ne ords can be assigned eaEJrYtlI now for POS-based language models class sets have usu-

Until now for POS-based language models class sets have u% y been defined by linguistic experts according to linguistic

ally been defined by Ilngws_tlc experts. In this paper we presensgects (see e.g. [8]). In this paper we present an approach where
an approach where for a given number of classes a class Se?I

; or a given number of classes a class set based on POS character-
generated automatically such that entropy of language model.Is. ~ = .
S . : stics is generated automatically such that entropy of the result-
minimized. We perform experiments on German medical repor

S oL
of about 1.2 million words of text and 24 000 words of vocabu® 9 language model is minimized.
lary. Using our approach we generate an exemplary class set of

196 optimized POS-classes. Comparing the optimized POS-
based language model to the language model based on 196 nor-
mally defined classes we get an improvement up to 10% in tedt1l. POS-based Language Models
set perplexity.

2. LANGUAGE MODEL

The general task of a language model is to estimate for a given

1. INTRODUCTION word chain W = w...w,, the a priori probability P(W). In the
case of bigram models P(W) is approximated as follows:
To improve recognition accuracy for large vocabulary speech n
recognition systems language models based on n-grams over 0 0 1)
classes are used. Using n-grams based on classes instead of PDWO"'WnD: |_| PEIWi |Wi_1B
words much less training material is necessary and higher cover- i=1
age can be achieved. POS-based stochastic language models (see [10]) assign words

into classes according their linguistic characteristics. Therefore a
Approaches of automatically generating word classes by clustegord may belong to several classes. This results in the following
ing words in respecting a statistical criterion can be found e.g. #pproximation.
[1], [3], [4], [6], [8] and [9]. In [5] a clustering algorithm based
on words is described for English which uses a small number of n

POS-based classes as additional initialization classes. P(W) = |_| ; Z p Elwi | CHWi% 0
i=1C Wi) C(Wi _1)

In our approach we derive classes from POS (see [10]) which are

described via characteristics of words in terms of linguistic fea-

tures and_ values. In contrary to automatic clusterln_g technl_ques p BCBWE | CBWi _1BBD° HCBWi _15 | w; —1% 2
constructing POS-based language models requires lexically

given, linguistic characteristics for each word. For this task we

use a linguistic knowledge base of high coverage: a lexicon fdihe summation over the classes g(@nd C(w.;) concerns all
German language [2]. Using this additional linguistic informa<lasses the wordwr the word w; belongs to. P(W C(w)) and
tion inserting new words can be performed with more sophistP (C(w.;) | w_;) are referred as “word probabilities” and the
cated adaptation methods. New words are put into relevant POSC(w) | C(w_1)) as “bigram probabilities” in this paper.
classes according to their linguistic characteristics (see [11]).



Quality of language models is measured via test set perplexity:are constructing the maximal class set (see section 3.1). The
classes of the maximal class set are clustered (see section 3.3)

PP = 2H (LM) (3) such that optimization criterion (see section 3.2) is fulfilled. On
basis of optimized class set the optimized language model is cal-
Language model entropy H(LM) is given as culated. An overview of the different components of language
1 model optimization is given in figure 1.
= _BOMegP 4
H (LM) o0 UogP (W) (4)
With P (W) calculated via approximation (2) and n is the size Linguistic Lexicon | . M qonslthICtings
of a sample text (e.g. the training set). Training Corpus aximal t-1ass >e
Calculating
2.2. Constructing Class Sets According to Recalculating Maximal LM
Linguistic Knowledge Language Model o *
Basis of Optimized Optimization
Linguistic features and values are used to define the characteris- Class Set Loop
tics of different POS-classes. Features and values are taken out
of a large linguistic lexicon for German [2]. Some exemplary
features and values are listed in table 1. Figure 1: Components of Language Model Optimization

3.1. Constructing the Maximal Class Set
Feature Values

To find the maximal class set we determine all different feature

main categor noun, verb, adjective, determiner,|.. L : : .
gory ! and value combinations for the domain vocabulary contained in

number singular, plural the linguistic lexicon. Each of such feature and value combina-
tions is taken to perform the characteristics for a new class of the
person 1th, 2nd, 3rd maximal class set. For domains of different medical fields maxi-
- — mal class sets range from 842 to 1023 numbers of classes. To
gender masculine, feminine, neuter give an example for German we consider the word “kleineres”
case nominative, genitive, dative, (in English: “smaller”). Lexicon look up results in two combina-

tions of linguistic features and values for adjectives of compara-
tive degree which differ in case (nominative and accusative).
inflection weak, strong The two combinations are represented as classes in maximal
class set. They contain words like:

accusative

degree positive, comparative, superlative

n oz ”ow (T

“grolReres” , “kleineres”, “alteres”, “letzteres”, “starkeres”,]..

Table 1. Exemplary Features and Values English: “bigger”, “smaller”, “older”, “latter”, “stronger”,...

Class sets defined by linguistic experts are typically constructed Table 2: Exemplary Classes of Maximal Class Set

in such a way, that linguistically obvious context dependencies

are modelled. E.g. in German in a noun phrase the congruensg second step a language model (maximal language model) is
characteristics of the determiner (realized as the ending oft@ined on the domain specific training corpus using the maximal
determiner or an adjective) are applied to the complement of theyss set.

noun phrase (the noun). As an example clagssady be defined

using the features: “main category, gender, case, number” agd? Optimization Criterion: Minimization
the valueg: noun, mgscgllne, nomlnatl\{e, singular”. The clgsg C of Language Model Entropy
may consist of all adjectives of masculine gender, case nomina-

tive, number S'”gu"f’“ and inflection strong. F’”der t.h'§ condition alculating the optimized class set in optimization loop means
context dependencies are expected to be high. This is reflected in

. . . i _ hat we are looking for a mappir@PT,, such that language
arelatively high bigram probability value R(d3). model entropy H(LM) (see formula (4)) is minimized:

- 5
3. OPIMIZATION APPROACH OPT, = argmingpr g HAMEOPT, ¢
®,, is the set of possible mappings QPWwhich reduce a larger
In our approach we calculate POS-based language models whighls st to a class set of M classes by clustering. Clustering two
are based on optimized class sets. The optimized class set fqf|&ses is done in constructing a resulting class as the union of
specific domain and training corpus is generated automaticaliie (o original classes. This means the resulting class consists
such that entropy of the resulting language model is minimizeds 5| words of the two original classes. Language model LM is

A domain specific training corpus and a linguistic lexicon are.; - lated on basis of the class set generated vigyOPT
used as knowledge bases. To get the optimized class set we first



3.3. Optimization Strategy the given class set has to be assigned. This tagging procedure is
performed using our automatic tagging tool (see [10]).

To reduce number of classes of maximal class set classes are ) )

clustered. Respecting all possible clustering combinations is to8" evaluation we use three test corpora. Test set 1 is our usual

expensive in practical use. Therefore in our approach the follo@aluation set for CT language models. Test set 2 contains all

ing suboptimal optimization strategy (see figure 2) is used. NS§ntences spoken by speaker C. In test set 3 the utterances spoken

classes of optimized class set. Probability values of maximal Idsis of a recognition vocabulary of 20 730 words.

guage model are used. The most probable M classes of maximal

class set are taken as basis classes to start optimization loop.
CT Domain | ‘Wordsof | Wordsof |5y pate
Text Vocabulary
Fixing basis and rest classes of maximal class se. Training about 23938
Iterate over all rest classes (j=M+1,N). Corpus 1.2 million
Iterate over all basis classes (i=1,M). Test Set 1 2 414 598 1.2%

Cluster class i and class j.

Calculate grow of language model entropy/. Test Set 2 1163 399 1.4%
Determine basis class i-min for clustering with Test Set 3 1059 336 1.9%
rest class j such that grow of language model
entropy is minimized. o ) Table 4: Characteristics of Corpora
Perform clustering of class i-min and class j.

Recalculate language model probabilities. 5. EXPERIMENTAL RESULTS
Figure 2: Optimization Strategy In our experiments we calculate different CT domain language

| h iterati f th timization | fth ol models. The recognition vocabulary always consists of 20 730
n each fteration of the oplimization loop one ot the rest Classgg 4 rpe remaining vocabulary is taken to perform the training

(N-M) is clustered to such one of the bas_is classes that the 9'8%he “unknown” class of the language model. First we deter-
Of. e_ntropy valu_e (see (4)) of the resulting language moqe_l_ljr‘?lne a maximal class set of 1023 classes. On basis of this maxi-
minimized. Putting two classes together only those probabllltlf:r§al class set the language model “LM-1023max” is calculated.

. 2 . 'HKeEsecond step we reduce the maximal class set using our optimi-
”?Ode' entropy. 'I;he unkr}own cla§s and the glass for beg"ﬁétion approach. Different reduced class sets consist of 500, 250,
ning of sentence” are not involved in the clustering process. 196, 100 numbers of classes. These class sets are used to calcu-
late the language models “LM-5000p”, “LM-2500p, “LM-
f%'opt”, “LM-1000p”. To measure quality of optimization we
alculate test set perplexity using the three test sets described in
atBIe 4. Comparing e.g. the optimized POS-based language
odel (“LM-1960p”) to a language model with 196 classes
Hefined by linguistic experts (“LM-196li") we get an improve-
ment of 10.3% in perplexity for test set 1. For “LM-5000p” this
results in an improvement of 12.5%. In table 5 test set perplexi-

“grof3es”, grolReres”, “kleines”, “kleineres”, “alt”, “alteres”,.|. ties are listed for the different language models and test sets.
English: “big”,”bigger”,”small”,“smaller”,“old”, “older",...

The resulting optimized classes are sometimes but not neces
ily homogeneous according to a linguistic point of view. Word
of our exemplary maximal classes (see table 2) are clustere
classes with corresponding linguistic characteristics but contal
ing words of positive degree. Resulting optimized classes the

fore contain words of positive and of comparative degree:

Table 3: Exemplary Optimized Class pp* Pp* PP*
LM Testset2| Testset3
Testset 1
4. CORPORA Speaker C| Speaker D
Our experiments are performed on a medical domain. The train LM-1023max 58.5 55 55.9
ing corpus contains reports of medical examinations about com{ | pm-196|i 67.2 84.6 59.3
puter tomography (CT). Characteristics of the training corpus
are listed in table 4. Before language model training the text cor-| LM-5000p 58.8 75.9 56.0
pus has to be normalized. This task is supported via our domair
tool. Exemplary aspects are: finding limits of each sentence, nor LM-2500p 60.0 7.2 56.3
malizing orthography at the beginning of each sentence, repre LM-1960p 603 781 56.9

sentation of numbers according to spoken speech units
separating punctuation marks from words in context and repre{ |_M-1000p 66.4 85.4 63.0
senting ambiguous word units according to sentence context
Moreover to each word of the normalized text an unique class of Table 5: Test Set Perplexity (PP*) of Language Models




Recognition tests have been performed using our large vocabu-
lary speech recognizer in off-line evaluation mode. More de-
tailed informations about the recognizer can be found in [7]. The

test set comprises 2 speakers (speaker C, D). The speakers are

doctors, who dictated how they are used to. This means they
spoke like dictating for a human secretary. Therefore the record-
ings contain noise, hesitations, repetitions and restarts, especially

for speaker D. Characteristics of the different test sets are listed >

in table 4.

For the recognition experiments unknown vocabulary is put into
the “unknown” class of the language model and into the pronun-
ciation lexicon. The bigram probabilities of “unknown” class

have been calculated during off-line training of the language
model. Results show no improvement for optimized language
models. And especially optimized language models turn out to be
a little bit more sensitive for spontaneous speech phenomena like
hesitations. Results are listed in table 6.
Speaker| Speaker
LM c D S.
WER* WER*
LM-196li 7.8 11.6
LM-2500p 7.8 12.6
LM-1960p 8.0 12.7
LM-1000p 8.6 14.4 7.

Table 6: Word Error Rate (WER*)

6. CONCLUSION AND FUTURE WORK

The experiments have shown that we have found a method to
generate a class set automatically which is based on linguistic
features and values and which moreover minimizes entropy of
the language model. In our experiments language models based
on optimized class sets turned out to reduce test set perplexity up
to 10.3% compared to language models defined by linguistic
experts according to linguistic aspects. Recognition experiments
however show no improvement in recognition rate for optimized
language models. And especially optimized language models
turned out to be a little bit more sensitive for spontaneous speech
phenomena. For this reason more detailed experiments will be
performed e.g. in respecting in addition semantic features and
values as linguistic characteristics and in fixing the best number
of classes for optimized class set depending on the specific
domain.

Nevertheless incorporating this method into our domain develop-
ment process the process will become more automated. Espe-
cially we hope that for generating language models for “foreign”
languages no linguistic expert will be necessary to fix the POS-
based class set. Our next work will be to apply our adaptation
techniques to optimized POS-based language models. So that
optimized language models can profit of the advantage of putting
new words into linguistically well determined POS-based
classes.
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