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ABSTRACT The fir§t step_is the_ pre-processing of_the speech_signal. It is
normalized via dividing by the maximum amplitude and

This paper describes a voice conversion system based gggmented into 25ms frames with a 5ms overlap. The speech
parameter transformation [1]. Voice conversion is the proceségnal is then filtered by a zero-phase filter, H(z), to remove
of making one person’s voice “source” sound like anothethe low frequency drift. This filter is given by:
person’s voice “target’[2]. H(z)= 1-z7 .
We will present a voiceanversion scheme consisting of three 1-0992
stages. First an analysis is performed on the natural speecwﬁer this, we perform a fixed frame LP analysis (orthogonal
obtain the acoustical parameters. These parameters will be -0~ method[5]) to get the LP coefficients and the
voiced and unvoiced regions, the glottal source model, pitChbrediction error signal”. A linear predictor of "L3order is
energy, formants and bandwidths. Once these parameters h@HSsen for our speech data (sampled at 10KHz). Then we
been obtained for two different speakers they are transformg%ssify each frame into voiced or unvoiced, and for each

using Iir_lear functions. Finally the transform_ed parameters aggy;-qq region we extract the glottal closure instants, the glottal
synthesized by means of a formant synthesizer. source model and the formants.

Experiments will show that this scheme is effective irp 1. Resonant Tract Estimation

transforming the speaker individuality. It will also be shown

that the transformation can not be unique from one speakerfor the voiced configuration, the first five formants have to be

another but it has to be divided in several functions each @stimated from the LP polynomial. One method for estimating

transform a certain part of the speech signal. Segmentatitdimants is to factor the LP polynomial and to assign the

based on spectral stability will divide the sentence into partgppropriate roots to simulate the resonances of the vocal tract.

for each segment a transformation function will be applied. For our analysis, a thirteenth order LP polynomial provides
thirteen roots. A formant estimation procedure is applied to

1. INTRODUCTION find which of these roots belong to the vocal tract[7]. For each

root z with angle@ and radius rin the z-domain, its transfer

Since every acoustic parameter has something to do with thfction is given by:

voice quality of a given speaker, many parametric attempts to H(z)— 1

control voice quality have been tried[3]. In this paper we will - riej"" 71

present a system that attempts to perform voice conversion

transforming five sets of parameters: voice type (voiced Gf yhe sampling frequency is Fs, the corresponding frequency

unvoiced), pitch contour, gain contour, glottal source model, 4 p-nqwidth are defined as follows:

and vocal tract model (formants and bandwidths). For each @,

parameter a linear transformation function will be deﬁneOFormant_Frequency=2—n Fs

except for the voice type that is automatically transformed by 2

Dynamic Time Warping (DTW). Formant_Bandwidth= cos™ H‘%%/n* Fs
fi

The three basic stages for voice personality transformation are H
the analyzer, the parameter transformer, and the synthesizgry  Excitation Source Model
The following sections describe each of these components in
detail. There are two types of excitation sources in our system. One is
voiced, which involves quasi-periodic vibrations of the vocal
2. ANALYSIS folds. The other is unvoiced, which involves the generation of

) ] ) ) _ turbulence noise by rapid flow of air past a narrow
The aim of this system is to obtain the parameters to drivec@nstriction.

formant based synthesizer. The parameters needed are voiced

classification, gain, pitch, glottal source parameters, formafior unvoiced sounds we used a stochastic codebook [4].
frequencies and bandwidths. The first three parameters cont|
the excitation function that drives the filters that cqooexls

to the formants.

I . . .
E%r the voiced parts we used a polynomial model described
by:

P('[):c0 toT+C T2 +er®+e,r* +est® +c1®  T=t/T



Where T is the pitch period. The coefficients are obtained byThe parameters are transformed only for voiced regions, for
polynomial ftting algorithm to fit the integral of the unvoiced regions the target parameters are kept.

“prediction error signal”.[4] _ _ .
Two types of conversion have been tried. The first attempts to

2.3. Control Parameters convert the whole utterance (sound, word or sentence) from
.._..one speaker to the other. This approach works well for short
;I;Jhnirt?oi;? three types of parameters that control the excnatlggunds or a short word. However, due to speech viitjab
' sentences are more troublesome. For that reason Weasp
» Voiced/unvoiced classification Determines which Sentence into segments, performing voice conversion in each
synthesis scheme (voiced or unvoiced) is adopted f&@€gment. The results for this approach work well, giving good

eaCh SyntheSIS frame. 160 Linear Regression Estimates (Std= 14.9925)

» Gain parameter. This parameter is needed to control the
intensity of the synthesized speech.

» Pitch parameters The pitch period parameter is the & 100l
parameter which determines the length of the glottal -

excitation waveform. /
60
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For the purpose of the system we use a formant-based linear

prediction (FBLP) synthesizer, which is an hybrid system that  Figure 2: Result of the linear regression algorithm
uses the formant synthesis scheme to produce voiced sou

and the LP synthesis scheme to generate unvoiced sounds?&,
The vocal tract is characterized by five formants for voiced .
sounds and thirteenth order linear prediction coefficients fd#.1. Segmentation
unvoiced sounds. Depending upon the classification
voiced/unvoiced sound, one of two categories of spee
synthesis is used.

4. PARAMETER TRANSFORMATION

Two speakers, the source speaker and the target speaker,
pronounce the same sentences and the acoustic parameters are
extracted from these two signals via the analysis process. Eaeh and S2 are two consecutive frames. If this value exceeds
set of speech parameters forms a frame-based vector. The threshold, then a new segment is specified.

source vectorsb a":] tt:jen t'me"’_’l“gnEd W'th tgﬁ_vc\:/orrtlaspc_)rrl]dlrplg our system the segmentation can be chosen to be automatic
target vectors by the dynamic time warping ( ) algorit Mor manual. For the automatic option we have three

Then each parameter is converted independently by meanspBEsibiIities: many segments which copesds to a threshold

a linear transformation of the form X=AY+B, where X are thef 0.2, medium, which corresponds to a 0.5 threshold, and

target parameters and Y are t_he source pa_rameters_. A an e%, which corresponds to a threshold of 1. No segment of one
are calculated by means of a linear regression algorithm. T me is allowed and it is assigned to the closest segment.

warping path

ﬁlity, in that the characteristics of the target speaker are
sonably well matched.

Z%Iegmentation is performed over the target speech using a
simple normalized measure of spectral change given by:

S (Si(@)] =[S, (@))?

Z|Sl( )|2 >threshold
w

100

The following figures show examples of segmentation for the
sentence “we were away a year ago”.

source

Figure 1: Result of the Dynamic Time Warping algorithm

five conversion parameters are: voice type, gain contour, pitch
contour, glottal source and vocal tract (formants and
bandwidths).

Figure 3: Segmentation with many segments



Y=aX+b

Where Y will be the approximate target pitch contour, X will
be the source pitch contour and a,b are the coefficients
obtained by linear regression.

Once the transformation is performed the GCI sequence is
rebuilt. If wedon’t use segmentation only a function is applied
for the whole utterance. If pitch contour conversion is
performed on a segment by segment basis, we need special
processing in the limits of the segments. To put all the contour

80
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Figure 4: Segmentation with medium number of
seanents
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Figure 7: ........ Target pitch contour; -------- Converted
without segmentation; Converted with
segmentation

Figure 5: Segmentation with few segments. together the only restriction is that the first GCI of the actual

. . segment must be bigger than the last GCI of the previous one.
4.2. Pitch contour conversion And then the first GCI of the actual segment is fixed to the
g:ddle point between the last CGI of the previous one and the

In order to have a systematic point of view, the Glott
Closure Instant (GCI) sequence is transformed into the pit
contour, which is defined as the GCI vs. its pitch period.

econd of the current. This is to avoid discorities in the
itch contour and too short pitch periods. Figure 7 shows the
target pitch contour converted with and without segmentation.

4.3. Gain contour conversion

Linear Regression Estimates (Std= 14.9925)
160 T T T T T T

1ol | The same scheme as with pitch contour conversion is applied
in this case.

Gain contour conversion differs slightly from that calculated
without segmentation, which is fixed at the beginning and end
to zero. This can cause numerous discontinuities if

— segmentation is used. After the segments have been converted,
80 / 1 . . .
/// then the complete gain contour is calculated. Next a median
ol / | fiI_ter qf _Igngth 7 is used to s_mooth_ any remaining
e discontinuities at segmenboundaries. Figure 8 show
0 e examples of gain contour conversion with and without
35 40 45 50 Sssuuweeo 65 70 75 80 Segmentatlon

Figure 6: Correspondence between the pitch contour of 4.4. Glottal source conversion

two female spe&ers We obtain a function for each coefficient of the source model.

Th I | r nversion is th m h Icul
Through the DTW result we have a correspondence betwee e Glottal source conversion is the same as that calculated

. . With mentation, ex h Iculation i rform n
the source and the target pitch contour. We can build a!} out segmentation, except the calculation is performed on a

. . . . segment by segment basis. For unvoiced sounds the
correspondence point to point as shown in the figure 6 an )

. ; - . ) arameters are copied from the target.
applying a linear regression algorithm we obtain th

coefficients of the equation:



x 10

NE ‘ ‘ | | 5.2. How many segments?

In this experiment we study the effect of the number of

segments on the converted speech. We compared the
segmentation performed manually with the three automatic
ones. With this experiment we found that:

25

o7 » Automatic segmentation with many segments and the

manual segmentation gave equivalent perceptual quality.

» The more segments we have the better quality. But also
you have to calculate more coefficients.

6. CONCLUSIONS

The voice conversion algorithms are established on a speaker
adaptation model that treats speaker differences as arising
from a parametric transformation. The voice conversion task
is then performed as the mapping between two sets of
parameters. We found that the linear transformation is
effective for converting single-syllable words, but less so for

] _ sentences.
The reference to vocal tract conversion refers to conversion of

formants and formant bandwidths. We have applied a segmentation algorithm to the sentences

and built a set of transformation functions for each segment.

For each formant we obtain a transformation function. Th‘?he results show that this approach is successful in
formants are converted with only a function for the Who"?ransforming the speaker voice personality.

utterance if we don’'t use segmentation, and with one function
per segment if we apply segmentation. Bandwidths are not 7. ACKNOWLEDGMENT
converted but calculated to match the desired spectrum as
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