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ABSTRACT But there has been reported very few such a system in
Korea. The basic idea of the development of an address

This paper describes the development of a Korearmntry /retrieval with bimodal input interfaces, speech
address entry/retrieval system using bimodal inputrecognition and touch sensitive display technique,
speech recogition and touch sensitive display. The working on a personal computer is based on the
system works on a personal computer and employsechniques resulted from these practical system
automatic speech recogtion and touch sensitive
display techniques as user interface for input Korean
address, which consisted with about 40,000 words. To
meet the needs that practical speech recibign system 2.SYSTEM OVERVIEW
should be worked in real time without any degradation
of performance of recognitiomccuracy, 1)speaker and The system works on a personal computer with a built in
environmental adaptation by Maximum a posteriorisound card and mouse. Users can input address using
(MAP) estimation were adopted for higher recdaan ~ not only bimodal inputs by speech or touch sgive
and 2)fast search by tree-structured lexicon and frame@isplay but also keyboard or mouse. Figure 1 illustrates
synchronous beam search technique were employed fothe overall block diagram of the system. In this system,
real time response. To offer more convenient useif speech recogition for upper-class address component
interface, touch sentive display is also implemented. is completed, the system displays lower-class candidates
As the results, the system worked in 3 seconds aftebelong to the address set. It can be possible because
completion of address utterance with sentenceKorean address is consisted by a hierarchical order.
recognitionaccuracy of above 96%.

Bimodal Input Device
L Microphone Touch Sensitive display
1. INTRODUCTION : :
With the growth of multimedia and high-speed v
information network technologies, businesses through Speech
communication  network have been increased Recognition
remarkably. Furthermore, with the growing demands for v L 4
the high quality of services in sales and for managing
the customer's information, and for the delivery of Address Input DataBase
commodities etc., address inputs to the personal
computer are now common. This kinds of data input by N
hand could be processed fast and effectively by w Require
employing multi-modal intedces such as speech, -ment
gesture, handwriting, face tracking and so on. M- Y \ 4
modal interface technique to make this kind of work Output Device
possible has been made considerable progress over the
last few years and many systems were developed so far; Window display / Printer
for example, SPHINX-II[1], JANUS-III[2] of Carnegie

Mellon university, DRAGON system of Stanford
university, SUMMIT and GALAXY of MIT, ASURA of
ATR Interpreting Telecommunications Research Labs, .
Japan, SPOJUS-SYNO[3] of Toyohashi university of3ddress entry /retrieval system.
Technology, Japan.

Figure 1: System overview of Bimodal Korean



3. SPEECH DATA available to the system sequentially, i.e., the adaptation
algorithm continues adapting the system to the new
All speech data are sampled at 16KHz with accuracyjenvironment as long as further adaptation data becomes
16bits, pre-emphasized with 1-0.98zand divided into available. MAP estimation is defined as equation (1).
frames of 16msec at a rate of 5msec. Each frame i§sing equation (1), it is possible to reestimate
multiplied by a Hamming window  with adaptation parameters even if only one sample is given.
16msec(256samples). From these smoothedeesh
samples, 14 LPC coefficients are extracted by auto- _
corrglation method. A set of 10 MFCCs isy then M P(O] Xy, Xyy) =
computed from the LPC coefficients and are used asrsnaxe P(Xy | Xy Xy @) PO X+, X2)
feature parameters. We added 10 regression coefficient
(RGC) as dynamic features [4]. IP(XN Xy Xy O)P(O] Xy, X 1) dO

445 phoneme balanced Korean words uttered by 14 (1)
male in sound proof booth with phoneme-labeledwhere, X, X,,,... ,Xy indicateN samples.
information are used for training initial HMMs.
Utterances by 3 male with 2 different microphones in
office are used for adaptation and recognition. Table 1
shows the speech data and system environments.

5. FAST SEARCH ALGORITHM

5.1. Tree-structured lexicon
Speaker
(Numbery | Male(14) Male(3) Since the pronunciation of two or more words contain
Utterance Connected | Connected the samen initial phonemes, they share a single
PBWs(445) sequence of n HMM models representing the initial
type(#) Word(25) | Word(75) portion of their pronunciation[6]. It takes an important
# of 1 1 1 role for the improvement of performance of fast search
utterance technique. And it is better to construct the HMMs to be
Usage Training Adaptation| Recognitioh searched as a phonetic tree than to construct a flat
structure of independent linear HMM sequences for
Environ Sound Office each word. An example of tree-structured lexicon for
-ment Proof booth connected word recognition used in our system is shown
in Figure 2.
Record DAT
device Recorder PC(Sound Card)
ao ng
Micro Dynamic Dual-channel, _
-phone Headset Condenser Desktop d ae mjv ng /h | d~ ao ng
Dynamic Headset

dx ao ng

Figure 2: An example of tree-structured lexicon
for connected word recognition.

Table 1: Speech data for training, adaptation and
recognition

4, HMM TRAINING AND
ENVIRONMENTAL ADAPTATION
Speech recogition, searching for the most likely

Each PLU is characterized bya|eft-t0-rightCOﬂtinUOUSSequence given the input speech, gives rise to an
Hidden Markov(CHMM) model of 4-states 3-output exponential search space if all possible sequences are
probability with a full covariance matrix without skip.  considered. Search space can be reduced remarkably by
using the beam search technique since bheam search
evaluate relatively few partial paths for each frame.

herefore, most of paths that their extensions are not
guaranteed are pruned [7].

5.2. Beam search and Pruning

Speech recogition systems tuned to the sgch uttered

in a specific environment tends to have inevitable
degradation of performance when they are used in som
other environments due to variations in speech

characteristics [5]. To adapt CHMMs to the differentyypen , j*) is the point with the best path atthe path

environment, MAP estimation is used. It can update alky any (, j) is a candidate for extension at framel
of the acoustic parameters directly. This is calledgnly if the cost satisfy.

incremental adaptation because the adaptation data is



According to different speakers and microphones, 1.3-
.. . 8.0% of differences in recognition rates was observed.
Prax(is 1) < Pra(i, 1) +A (2)

The main problem in beam search method is theb.2. Adaptation using MAP estimation
lclgﬁ!hé);ti aSc_cnucrea;y t}e'tr\:vegtnr'catccoounsél'?'onr:Oo(ieblezrr]nd QgtchhAs shown in Table 2, by changing microphones and

ldate. sl Ppiying stri ition of Wi8ts heakers the performance of system was degraded. To
and pruning threshold may prune the path in the midd|

of process in path selection even if the path could b e robust against the degradation by these

e . . L.
optimal at the end of frame, the condition need to beenvwonmental variations and to get an acceptable

simpler for auaranteeing ootimal path. However itperformance for practical use, the initial HMM are re-
P g g op path. ' trained using MAP estimation. The adaptation was

enlarges the search space and requires more Seamh”&%rried with 25 connected words for each speaker. Table
time. To solve this problem, a frame-synchronous3 shows the results

variable(FSV) pruning threshold is adopted to get more
flexible restricted search space. Frame-synchronous
variable pruning threshold is that the threshold varies
according to the process of search. That is, the threshol :
value is relatively simple at the start frame but it Condenser Dynamic Total
becomes more restricted at end frame. desktop Headset
Speak| CWRR | WRR | CWRR | WRR | CWRR
-er (%) (%) (%) (%) (%)

mj 93.3 97.8 93.3 97.8 93.3
6. EXPERIMENTAL EVALUATION ks 94.7 98.2 96.0 98.7 95.4

Cj 100.0 | 100.0 98.7 99.6 99.4
Total 95.9 98.7 96.0 98.7 96.0

O

6.1. Baseline performance

One Pass Dynamic Programming(OPDP) algorithm is
used for recognition[8]. The algorithm requires lessTable 3: Results of MAP estimation for different
memory spaces and less searching time. The baselinaicrophones and different speakers.
address(consisted by connected words) recognition tests .

using MFCC's and RGC's as feature parameters werd 'OM the result, connected word recognition rates after
conducted. The tests were performed by off-line on2daptation increased 2.7 to 14.7% according to the
the workstation. The recognition results for addressedtiCrophones and speakers. L

(connected word recognition rate; CWRR) and feach It can be reduced average recognition difference gap by
words consisting addresses(word recognition rateQ-1% for three speakers in connected word recognition,
WRR) by 3 male speakers were shown in Table 2. Thdresenting the effectiveness of an environmental
tests are carried out separately with two differentddaptation using Maximum a posterior estimation in our
microphones, condenser desktop and dynamic headset,task.

Condenser Dynamic Total
desktop Headset 6.3. Results of Fast search

Speak| CWRR | WRR | CWRR | WRR | CWRR | To prove the effectiveness of FSV pruning threshold,
-er (%) (%) (%) (%) (%) search and acoustic probability computation time were
mj 86.7 96.0 88.0 96.0 87.3 measured for the utterances by 3 speakgrs for 75

addresses(connected words). This experiment was
ks 92.0 96.9 84.0 93.3 88.0 | carried out on the workstation(Ultra-sparc1:167MHz) to
. get reliable CPU time.

¢ 85.3 94.2 88.0 96.0 86.7 We measured computation time for several pruning

Total 88.0 95.7 86.7 95.1 87.3| thresholds with a fixed beam width (BW=10). The

results were then compared with those from FSV

Table 2: Average recognition rates for CWRR and pruning thresholds. Table 4 shows computing time and

WRR for different microphones. recognition resultsaccording to the iftial pruning

. threshold(Init. Pr_th), variation step(frame threshold),
Average connected word recognition rate was 87.3% fophq variation value.

the initial HMM training only by 14 male speakers.




To make the system working in real time, beam search
with pruning and tree-structured lexicon were adopted.
With beam search with pruning threshold(BW=10,
Pr_th=400) and tree-structured lexicon the system
performed a 100-fold speedup over full search algorithm
without any loss of word recognition rate.

Although FSV pruning threshold is not so effective in
saving time, but it was found helpful in keeping the
optimal path reliable.

To correct word errors in spoken address recognition,
touch sensitive display is adapted. With top-down menu
on the touch sensitive display, word errors could be

Microphone Desktop Headset
Pr th| CWRRWRR| Time [CWRR WRR| Time
(%) | (%) | (sec)| (%) |(%)] (sec)
Full search| 96.0 | 98.5 557.8 96.00 98/7 498.5
Ada' -500 | 96.0 | 98.7 6.28] 96.0] 989 5.48
Pl 400 | 06.0 [ 985 5.21] 96.0] o8l 465
-300 | 95.7 1 98.5 4.5 96.0| 98.7 4.06
-200 | 94.8 | 98.4 3.76] 96.0] 98 3.4
-100 | 87.6 | 95.4 3.23] 88.0| 96.0 2.96
FSV1| 93.3 | 97.8 4.13] 94.7] 982 3.81
FSV2| 96.0 | 98.7 5.06] 96.0] 98.7 4.58
FSV3| 88.8 | 96.3 3.35 88.4| 96 3.09
FSV4| 95.7 | 98.5 4.47] 96.4| 98.8 4.0
FSV5| 92.9 | 97.6 3.61] 93.3] 977 3.39

Table 4: Computation time and recognition rates.
FSV1:Init. Pr_th -500, variation step 50, variation value 50
FSV2: Init. Pr_th -500, variation step 100, variation value 50
FSV3: Init. Pr_th -400, variation step 50, variation value 50
FSV4: Init. Pr_th -400, variation step 100, variation value 50
FSV5: Init. Pr_th -300, variation step 100, variation value 5

By using a tree-structured lexicon mentioned in 5.1 and
beam search with pruning (BW=10, Pr_th=400) in 5.2,
recognition speed is increased to a factorldf0 without
any degradation of recognition rate.

From table 4, although FSV pruning threshold is not so
effective in saving time, but it was found helpful in
keeping the optimal path reliable.

6.4. Correction of recognition errors

To correct word errors in spoken address recognition,
touch sensitive display is adapted. With top-down menu
on the touch sensitive display, word errors could be
corrected with 100% of accuracy in 100 test
experiments, showing the effectiveness of touch
sensitive display

7.CONCLUSION

We have introduced the Korean address entry/retrieval
system having bimodal input; automatic speech
recognition and touch sensitive display. To make our
system to be robust to the degradation of performance
caused by the variation of environments and to get
acceptable performance in practical use, MAP
adaptation technique was adopted. After environmental
adaptation, we achieved average recognition rate of
96.0% for addresses and 98.7% for words.

. S. Nakagawa, “Speech

corrected with 100% o&ccuracy in100 tests
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