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ABSTRACT

This paper presents a method for determining the vocal-
tract spectrum from the positions of �xed points on the

articulatory organs. The method is based on the search of

a database comprised of pairs of articulatory and acous-
tic data representing the direct relationship between the

articulator position and vocal-tract spectrum. To compile

the database, the electro-magnetic articulograph (EMA)
system is used to measure the movements of the jaw,

lips, tongue, velum, and larynx simultaneously with speech

waveforms. The spectrum estimation is accomplished by
selecting database samples neighboring the input articu-

lator position and interpolating the selected samples. In

addition, phoneme categorization of the input position is
performed to restrict the search area of the database to

portions of the same phoneme category. Experiments show

that the mean estimation error is 2.24 dB and the quality
of speech synthesized from the estimated spectrum can be

improved by using the phoneme categorization.

1. INTRODUCTION

The electro-magnetic articulograph (EMA) system can

monitor the movements of articulatory organs inside and

outside the vocal tract with �ne space and temporal reso-

lutions, making it a useful tool for the study of the dynam-

ical aspects of speech production [1,2]. However, it is very

di�cult to accurately determine the whole con�guration

of the vocal tract and examine the acoustic consequences

of measured articulator movements because EMA systems

are designed to detect only the positions of multiple points

�xed on the articulators.

Here, we present a method to determine the vocal-tract

spectrum from the positions of �xed points on the articula-

tory organs based on the search of an articulatory-acoustic

database. The database is comprised of articulatory and

acoustic data pairs that directly represent the relationship

between the articulator position and the vocal-tract spec-

trum. The spectrum estimation is performed by �nding
the database samples that are coincidental with the input

articulator position instead of calculating the vocal-tract

area function and transfer function. On the other hand,
our method requires a large amount of accurate articula-

tory data taken from articulatory organs which can a�ect

the vocal-tract transfer function.

In this paper, we �rst describe the articulatory and

acoustic measurement to construct the database. Next, the

procedure for determining the vocal-tract spectrum from
the articulator position is presented and �nally, the accu-

racy of our spectrum estimation method is evaluated.

2. ARTICULATORY AND
ACOUSTIC MEASUREMENT

This section describes the measurement method to as-
semble an articulatory and acoustic data set (Fig. 1).

To monitor the movements of the articulatory organs

that might in
uence the acoustic characteristic of the

vocal-tract, receiver coils of the EMA system (Carstens
Articulograph AG100, Germany) were attached to the jaw

(J), upper lip (UL), lower lip (LL), tongue (T), velum (V),

and larynx (L) on the midsagittal plane and their move-
ments were recorded at a sampling rate of 250Hz using an

adaptive calibration method [3,4]. The accuracy of this cal-

ibration method is 0.106 mm for a 14�14 cm region when
the receiver coil is on the midsagittal plane and is about

1 mm when the o�-center misalignment is 2 mm (the tilt

angles of the coil with respect to the x and y axes are less
than 20 degrees for both cases). Four receiver coils were

placed on the tongue from the tip to the dorsum at almost

equal intervals. The larynx position was monitored by at-
taching the edge of a bar which could rotate smoothly on

the midsagittal plane to the Adam's apple and by placing

a receiver coil on the bar. The positions of two coils on

the nose bridge and upper incisors were also measured to

calibrate the movement of the head.

Speech waveforms were recorded at a sampling frequency

of 8kHz and processed using 30-msec hamming window

and second-order pre-emphasis. The center position of
the hamming window was set at each sampling point of

the EMA measurement to synchronize the articulatory and

acoustic data. The pre-emphasis canceled the glottal and
radiation characteristics. Finally, 12-order LPC analysis

was performed and the values of the LSP parameters were

determined as the acoustic data representing the vocal-
tract spectrum.
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Figure 1: Procedure for constructing the

articulatory-acoustic database.

Articulatory and acoustic measurement was performed

with a male Japanese subject while he made 488 utter-
ances (92 vowel sequences, 196 non-words including voiced

consonants, 110 words including voiced and unvoiced con-

sonants, and 50 sentences). Each articulatory and acoustic
data pair respectively stored the positions of nine receiver

coils and the values of the LSP parameters at an instant

during the utterance. In addition, the instant at which
each phoneme was articulated was determined manually

and a label representing the phoneme category was as-

signed to the database. The total number of data pairs
was 79193, which corresponded to a duration of about 5.3

minutes, and the number of phoneme labels was 3247.

3. SPECTRUM ESTIMATION
METHOD

Next, we describe the method for determining the vocal-

tract spectrum from the input positions of the articulatory

organs. A diagram of this spectrum estimation method is
shown in Fig. 2.

The method is based on the selection of the articulatory-

acoustic database samples for input articulator position.
Before the sample selection, the phoneme category of the

input articulator position is �rst determined and the search

area of the database is restricted to portions of the same
category to ensure the acoustical reliability of the resulting

spectrum. Database samples coincidental with the input

position are then selected using a variance-normalized dis-
tance between the input position and the database sample

with the same phoneme category. The output spectrum is

�nally calculated using an weighted interpolation of the se-
lected samples to maintain the continuity of the mapping.
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Figure 2: Procedure for determining the vocal-tract

spectrum from the articulator position.

In the following, procedures are described for the de-
termination of the phoneme category, selection of the

database samples, and determination of the output spec-

trum.

3.1. Phoneme Categorization

To determine the phoneme category of the input artic-
ulator position, a phoneme classi�cation method is imple-

mented using phoneme-speci�c feature subspace [5] in the

articulatory domain. The feature subspace of a class p

(p = 1; 2; :::; P ) is de�ned as the linear transformation fp
that minimizes the following variance ratio

J(fp) =
f tp�pfp

ftp�T fp
(1)

for �p, the covariance matrix of the class p, and �T , that

for the total data. fp is determined by solving an eigenvalue

problem

�pFp = �TFp�p; (2)

where Fp = (fp1; fp2; :::; fpL) is the eigenvector matrix and

�p = diag(�p1; �p2; :::; �pL) represents the matrix in which
the eigenvalues are stored in ascending order. L is the

dimension of the articulatory data. The feature subspace
is �nally determined as ~Fp = (fp1; fp2; :::; fpLp ) where Lp is

the dimension of the subspace (Lp � L).

The phoneme category of the input position x is deter-
mined as the phoneme class for which the following pro-

jection norm Cp is the smallest:

Cp =

LpX

l=1

ff
t
pl(x � �xp)g

2

=�pl; (3)

where �xp is the mean vector. This norm is weighted by the
inverse of the eigenvalue because the axis in the subspace



represents the phoneme-speci�c invariant feature when its

eigenvalue, which equals the variance ratio J, is small. The

projection norm takes a small value when the input artic-
ulator position matches this feature. As a result, phoneme

classi�cation can be performed.

3.2. Database Sample Selection

The selection of the articulatory-acoustic database sam-
ples is �rst performed based on the phoneme category. If

ith phoneme label assigned to the database is the same as

the phoneme category of the input articulatory position,
the database samples within the time interval ti�1 � t �

ti+1 are selected, where ti�1 and ti+1 are the instants at

which the preceding and following phoneme labels are as-
signed.

The database samples coincidental with the input po-

sition are then collected using a variance-normalized dis-
tance

ei = (x � xi)
t
W (x� xi) (4)

between the input position x and the database sample xi
with the same phoneme category. Here, each component of
the weighting matrix W = diag(w1; w2; :::; wL) is given as

wl / c�0:5l (
P

wl = 1) using cl, variance of the articulator

position in the database. The neighboring database sam-
ples, xj and yj for j = 1; 2; :::;M where M is the sample

number, are �nally selected for those the distance ej are

smaller than those for the remaining database samples.

3.3. Spectral Interpolation

Finally, to determine the values of the vocal-tract spec-

trum parameters y, weighted interpolation of the selected

database samples is calculated as

y =

MX

j=1

vjyj : (5)

The weighting coe�cient vj is given as vj / e�2j (
P

vj = 1)

so that the database sample closer to the input position is
weighted more heavily.

4. EXPERIMENT

Experiments were conducted to determine the accuracy

of our spectrum estimation method. The estimation error
was evaluated as a function of the number of the neigh-

boring samples, which were interpolated to calculate the

vocal-tract spectrum, and the type of the utterance. Next,

the e�ect of phoneme categorization was investigated by

evaluating the quality of the speech synthesized using the

estimated vocal-tract spectrum.

4.1. Accuracy of Spectrum Estimation

Spectrum estimation was performed using the articula-

tory and acoustic data set described in the second section.

One out of 488 utterances was selected as the test utter-
ance and the data for the remaining utterances were used
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Figure 3: Relationship between the number of

neighboring database samples and the spectral estimation
error in each type of utterance.

as the articulatory-acoustic database in the spectrum esti-
mation method. The vocal-tract spectrum was determined

at each instant of the articulatory movement of the test ut-

terance. The error between the estimated and actual spec-
tra was calculated using the 30-order cepstrum distance

while changing the test utterance over the entire data set.

The estimation error averaged for each type of utterance
is shown in Fig. 3 as a function of the number of neigh-

boring samples. Phoneme categorization was not used in

this experiment. Estimation results are also shown in Fig.
4 by comparing the original and estimated spectra as well

as the phoneme labels, articulator movements, and speech

waveforms.

Figure 3 shows that the spectral error is in
uenced by

the number of neighboring samples, and its minimum is
obtained at a sample number of 128. This indicates that

the sample interpolation is e�ective in reducing estimation

error by achieving continuous mapping. The estimation er-
rors for vowel sequences, non-words, words, and sentences

are 1.69, 2.08, 2.56, and 3.09 dB, respectively, at a sam-

ple number of 128. The mean and standard deviation for
all of the utterances are 2.24 and 1.31 dB, showing good

agreement between the estimated and actual vocal-tract

spectra.

4.2. E�ect of Phoneme Categorization

When the sample selection based on the phoneme cat-
egory was used, the mean spectral estimation error (2.27

dB) was almost the same as the error when the categoriza-

tion was not used (2.24 dB). Next, speech waveforms were
synthesized using the estimated spectrum and excitation

signals extracted from the original speech based on a multi-

pulse and noise source model [6] to subjectively evaluate
the speech quality. In this experiment, pair-wise speech
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Figure 4: Results of spectral estimation and speech synthesis from articulatory movements.

stimuli synthesized with and without phoneme categoriza-
tion were presented to ten subjects for each of ten sentences

through headphones. The result was that 84% of speech

stimuli synthesized with phoneme categorization were pre-
ferred in quality to those without categorization, indicating

that categorization is e�ective in improving speech quality.

It was also found that the score of the proposed phoneme
classi�cation method for a close data set (86.2%) was much

higher than that of the nearest neighbor method using the

variance-normalized distance (46.7%) for phoneme classes
including 5 vowels, 2 semi-vowels, and 15 consonants. In

addition, phoneme categorization reduced the distance cal-

culation in the database search to one �fth. The phoneme
classi�cation results indicate that phoneme categorization

can reduce the spectrum estimation error caused by select-

ing database samples of di�erent phoneme categories, even
though this is not re
ected in the cepstrum distance.

Speech samples synthesized with phoneme categoriza-

tion are included in the CD-ROM [SOUND 0425 01.WAV]
[SOUND 0425 02.WAV] [SOUND 0425 03.WAV].

5. CONCLUSION

It is concluded from the experimental results that the

proposed method is useful for determining the vocal-tract
spectrum and synthesizing speech waveforms from articu-

latory movements. By combining the method with the ar-

ticulatory movement model [7], the proposed method can
be applied to articulatory-based speech synthesis.
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