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ABSTRACT 2. WORD PREDICTION METHODS

In this paper, we describe and evaluate recent work and resusveral prediction methods have been implemented, using

achieved in the word prediction system for Spanish introducetifferent information sources. All of them are used together in

in [3] and [4], applying both statistical and grammaticathe system, in order to make use of the advantages of each

methods: word pairs and trios, bipos and tripos models, andae. In this section we include a description of the main

stochastic context free grammar. The predictor is included tomponents of the word prediction system.

several software applications, to enhance the typing rate for

users with motorical problems, who can only use a switch f@.1 General static information sources

writing. These users have difficulties in writing, and usually in ] ] o o

communicating with other people, and the inclusion of wordhe basic component is a general dictionary: it is a 40000-

prediction in the system allow them to increase their typinyOrd database containing statistical and grammatical

rate from 2-3 words per minute up to 8-10 words per minute.Information. It is the basis for the generation of all the
probabilities nvolved in the prediction process, in both the

1. WORD PREDICTION IN AIDS FOR grammatical and statistical methods.
PEOPLE WITH DISABILITIES Each entry in the dictionary consists of a word, its part-of-

) . L . _speech, and the number of times this particular pair appeared
Ge”e"’!”y ;peakmg, a word pre_d|ct|or_1 appllc_atlon_tnes 10 fingh the training corpus (the number of times that word appeared
out which is the yvord_ a user Is typing or is going t0 typ&y i that tag in the corpus). The training corpus was manually
before he/she writes it cc_JmpIeter._ The gu_es_sed Worc_is alré‘gged by an expert, assigning each word in its context one of
s_,hown somehow, so that, if the des!re_d one Is mclud(_ad_ in thad™selected categories, and its features. For example, each
list, the user can select and insert it in the text, avoiding the) |\ 21<o contains information of its gender and number
need to type the rest _Of the word, th_us_ reducmg the time aWii]ich is very important in the prediction using grammatical
effort necessary to write the text. This is especially useful fof¢, - nation in Spanish, because it allows filtering rafuns

slow typists, or people who are not able to use a conventiongh 4, not agree with the previous words, improving the word
keyboard. The methods to avoid its use usually involve the . yivion quality

utilization of as many switches as the user is able to handle

(usually 1 or 2) and a keyboard emulator, controlled with thé a word may be labeled with different parts of speech,
switches. Because of the little versatility of the switch-basedepending on the context, it will appear several times in this
access, the use of matrices scanning is generally employed. distionary, each time with the appropriate frequency. This
this is a very slow input method, several acceleratiomformation is essential in the grammatical methods, allowing
techniques are used to increase the user's typing rate. Wosl to consider all the possibilities (until we haveowgh
prediction is one of them. information for the disambiguation).

People with other writing problems may also take advantag€som the training corpus, bipos and tripos matrices were
of the word prediction: dyslexic users or people with frequergutomatically generated. This basic information was the first
spelling errors feel more confident writing with the help ofgrammatical prediction method implemented in the system,
this aid. Children and people learning a second language altowing the prediction of the next word’s part-of-speech from
also target users of these systems. the information of the previous words. After finding out the

o o most likely part-of-speech to follow the previous words, the
Several applications based on word prediction have been frequent words belonging to those categories were
described in the literature, each one devoted to a particul&redicted

group of users, with their specific needs, as we can see In

[3][4][5][6][7]. Some of them are speech prostheses to helBoth the general dictionary and the bipos and tripos matrices
non-vocal users to communicate: tools including speedmre static knowledge sources, and they cannot be trained or
synthesis in which user enters text, and it is spoken. Wonlistomized by the user.

prediction increases the communication rate of these users,

especially if they have also motorical problems that makg.2 User adaptive prediction methods

them write slowly. Other tools assist users when entering texts

in a computer. In this paper we will evaluate the effect of tnAs well as these static methods, user information is essential
prediction in this last group of applications. in word prediction. Knowing information about the topic, or,



if possible, the whole text the user is writing, may help iron information about the two previous words. The next step is
several ways: on the one hand, previous words are usually predict taking into account information of the whole
repeated in the texts, especially the ones specific of the togientence which is being written. This may be accomplished by
the user is writing about. On the other hand, it is very difficulincluding a linguistic module which is able to model long term
to obtain a complete general dictionary, including every wortklationships between words.

in the language and, even in that case, the frequencies of the | . .

words, or its preferred part of speech may change within eadf€ inclusion of a complex language model hasitia

subject. These are the main reasons to include the possibifﬁglvamag,es for certain users with problems to generate
of adaptation. grammatically correct sentences, (for example, for people with

dyslexia, with linguistic disdlbities, or for students learning a
Two different customization methods have been implementesecond language), because they know that words predicted by
The first one is a learning module, which dynamicallythe system are grammatically correct. As well as this, the
generates a dictionary with the text the user is writing, at thguality of the word prediction increases, and user’s opinion
same time he/she is typing. It records the new words (fabout the quay of the word prediction is better if
example, specific words of the subject the user is writingnpossible/ungrammatical predictions are removed from the
about), and updates the probitiles associated to each word, prediction list.

giving priority to the last ones used in the text (recency). After ) . )
some sentences from the beginning of the session, thBe language module implemented is based on a stochastic

vocabulary offered to the user is better adapted to the topic §intext free grammar (SCFG) for Spanish, which is currently
interest. One of the main advantages of this method is thging developed. Although a SCFG grammar does not. cover
ability to learn new words: once one word is typed, it will bé’i” the correct sentences, it is powerful enough to describe the

presented to the user, even prevailing over the ones in St common structures of Spanish (or any natural language),
general dictionary and it is restricted enough so that efficient parsers can be built

to analyze sentences.

At the same time, word pairs are recorded, (for very frequent . ) o
function words, trios of words are also stored) ThisThe mechanism chosen to handle the grammar is a statistical

information is used when the first word of the pair/trio isChart parser [1], which was modified to behave as a part-of-

written again: then, the system shows the words that appeaffech predictor. The main advantage of using a chart parser
after it in the text (the second word in the corresponding worg 'ts efficiency in comparison with other parsing techniques.

pair/trio), before the user writes any other letter. It is veryng pehavior of the parser is bottom up when analyzing the
frequent that any of these words is the right one, and can fger's text, because it processes the user's input, checking if it
selected directly, thus saving effort. After that, the systefhatches the rules of the languagetiluthe last full word
shows the words that followed this last word, starting th@itten by the user. The prediction process is top down,
process again. It is very common that small groups of worgsscause it checks for the active rules (the rules whose first
appear together in the text several times, that is the reasofit matches the previous words), and predicts that the
why the adaptation is a very efficient prediction method. (FQEategory of the next word is the part-of-speech expected for

” oo,

example, in this paper: “prediction methods”, “very efficient”,that rules.
“in the text”, etc.).

o ] ___ In the parsing/prediction process, there are many different
The second customization method is based on the [dagsib faciors to take into account: several rules to expand a symbol,
of generating customized dictionaries, using texts previous%biguity of words, errors, etc. We handle these factors by
written éout them (by the user or not). For example, in Casgdding frequency information to the whole process, and
the user wants to write about football oflifos, he/she may choosing the most probable options. In the following sections

generate a dictionary from newspaper texts about them. Thefla will explain how each factor affects the probability of
the new vocabulary and frequencies willupglated [8] before  gyery rule and predicted word.

the user starts typing, increasing his/her speed. Word pairs and
trios are also stored. Word prediction process

These two adaptive methods work with individual dictionariesjvord prediction is made by calculating the probability of each
apart from the general one. The general dictionary is n@tord in the dictionary to be the followin{Prob(W)) and
modified, to avoid the possibility of recording spellingchoosing the most probable words. When using grammatical
mistakes, (very frequent when using scanning basddowledge, we calculate the profii of each category to be
interfaces, which are common applications of the worthe following, and then we predict words belonging to the
prediction). preferred parts of speech usifiRrob(W/C)*Prob(C))

: g Prob(W/C) is the lexical probaliity: the probability of
2.3 Grammatical word predlctlon predicting W knowing that the next category is C. It is
The prediction methods presented tiunnow use only extracted from the corpora/dictionaries, as:

statistical information (general dictionary, and learning Pr(W/Ci):Freq(WnCi)

modules), and simple grammatical information (bipos and Freq(Ci)

tripos). With them, the prediction of each word is only based



With Freq(X)= number of times X appears in the text. We usError recovery strategies

Ci instead of C, because each word may be tagged with . . . .
different parts-of-speech in the dictionary. In the predictiolf) (€ Previous sections we have explained the usual operation

process, we take this into account by changing the calculatiofwde of the parser, when the sentence agrees the grammar.
to add the probability of the word to bely to each category: Unfortunately, parsing errors are so common that can degrade
the parser efficiency significantly if error recovery strategies

Prob (W) =Y (Prob(W/Q*Prob(C)) are not implemented. There are mainly two reasons that makes
the parsing process fail: either it does kobvw the word it is

The estimation ofProb(C) depends on the grammatical 55)y7ing “or the word does not match any active rule. Each
method used. In our case, is extracted from the parser, beg\gor is handled in a different way

Prob(C) the probability of all the branches which ne@dto
be extended. Several factors influence these probabilities: Unknown words wl extend every rule in the parser, tdut

o changing its probability, as substitution errors in [2]. In
Many rules may expand the same non-terminal item, and nQf,,nown words” we include stig errors and correct

all of them have the same_ frequency_ln the language, so WBrds not included in the dictionary, because we have no
have assigned each rule its probability to expand ritre- technique to distinguish them. In following versions, we will

terminal symbol. change this to avoid expanding rules that expect words
Freg(Ri) belonging to closed categories (when all the words belonging
to that part of speech are listed in the dictionary). But we
should be careful with it, because of thellspg errors.

Prob(Riy —————
(R0 Freq(Symbo)

So, the probability of each branch is theoguct of the ) _

probabilities of all the rulesivolved in it. With this, and the The lack of coverage of the rules is solved by backing off to

possibility that several rules expect the same category intR€ bipos and tripos models previously seen, until the user

particular moment, we compound the following expression térites a word with a category that can start a sentence, and

calculate the probability of the next part of speech: then restarts the parsing process. In parallel with the case of
the words, this lack of rules coverage may be because not all
Proh(Ci) = Z 0 [ Prob(R) the rules are'llsted in our grammar, or because the sentence is

Brafches [Rulesin not grammatically correct.

expectingCi [_thebranch

After the user types a word, the corresponding rules a2.4 Additional techniques

expanded, according to that word, but we have to consider - .

again that a word may belong to several categories. In edcf well as the word pr_edlctlon mt_ethods prgwously seen, the_re
context, only one of the possible parts of speech is valid, 8k anotht_er two techniques also 'nC“_Jded In th? system,_w_hlch
we need an ambiguity resolution process. In this parser, oJhay also influence th_e results. One is t_he sufﬁ)_(es_, predlctlnon:
approach is to keep all the categories that extend any of tg Well as words, suffixes are also predicted (this is especially
branches, avoiding the selection of any of them until we hayglPortant when writing words not included in the dictionary).

more information, (more words are typed). As the probabilityne other technique is a filter that stores the predictions

of the word to belong to each category is differenpresented to the user, that have been rejected, so they are not
(Prob(C/W)), we will take this into aqmnt by mitiplying the  shown again while writing the current word.. This filter is
probability of each rule byProb(C/W), beingC, the category egpecially efficient with long words, when there are several

expected by it. very similar words, differing only in the final part (i.e.
Pr(Ci/W) = FreqW n C) correspondent, correspondence). The user may want to write
Freq(W) one of them, and the other appears in the menu from the first
So, with each new word, the probability of each branch igtters, and it does not disappear when adding more letters
updated to: because the beginning of the word is the same. After one or

two times the word is presented to the user, the system may
_ VAL assume he/she has seen the word, and it is not the correct, so it
Pr(C.)—BmZes Duesnpr(R)Wo,dsucfr(C'/Wj)D will not be presented again (attugh it matches also the
expectingC: [fhebranch - haveextendedR following letters the user will type). With this, some positions

This method Wil allow keeping all the categories, giving are freed in the menu, accelerating the presentation of the
preference to the rules followed by the most probabléght word.
categories of the words. The selection of one of the categories
(ambiguity resolution) is made by the following words, which 3. RESULTS
expand certain rules, and not others, eliminating, probably, th
rules extended by non-appropriate categories. ldeally, at e . . - ) )
end of the sentence, only a branch of the parser will be actig?n'Siders its efficiency, measured in two different ways,
and each word will be assigned the right part of speech in tH ?pendlng on its application. If it is included in aids for people
context. However usually there are several possible trees at YH'éh motorical problems, (to reduce the effort needed to

end. In that case, the one with higher probability is chosen. write), we are mtereste.d in the savings in the r_1um_ber of
keystrokes needed to write the text. If it is included in aids for

e evaluation of word prediction systems as writing aids



people with linguistic problems, we evaluate the “predictionvriting, and only general information can be applied. In those
coverage”, which can be defined as the number (arases, grammatical methods show their better behavior.
percentage) of the words that are predicted (a word is

considered apredictedif it is proposed by the system before 4. CONCLUSIONS AND FUTURE WORK

the user finishes typing it). Further refining this measurement, ] o o
we may even calculate the number of letters typed until tH8 this paper we have seen a brief description of the prediction
right word is shown to the user. Systems with better results fiéthods used in a grammatical and statistical word prediction
word coverage may be worst in keystroke savings, becaud¥stem for Spanish. We have presented in more detail the

they may very good at predicting short words (that saves feRrSer used to increase the grammatical knowledge used in the
keystrokes). prediction process. An evaluation of the prediction

performance has been presented, showing that adaptive
We have performed several tests, exactly in the sammgethods produce better results than grammatical models in
conditions, changing only the prediction method used, t@olation, but the best technique consists of the combination of
evaluate the results of each particular technique, and sevesath methods, déng up to 52% in keystroke savings, and a
combinations, find out which is the best one. 90% in words + suffixes coverage.

To obtain the results, we have established the parameters that of work is to be done on developing and refining the set of

may influence the prediction performance measurements: thees for the SCFG. Testing with bigger test texts will also be

number of keystrokes saved/typed are counted as in a normagdressed, to get more significant results. Regarding the word
keyboard (one keystroke per small letter, two per capitgrediction methods, we are planning the use of new

letter, etc. making it independent of the user interface). Thechniques, such as neural networks for word class prediction,
maximum number of predicted words has been set to 7, thad improving the features of the chart parser.

maximum number of suffixes to 4, and the number of times a

word is shown before rejecting it to 1. A 25673 words test text 5. ACKNOWLEDGEMENTS
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