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Abstract

This article presents a phonetically defined annotation
system for German speech melody, whose descriptive
units cover the perceptive relevant pitch movements.
The units for the melodic annotation are based on
the model for read German utterances [1]. The imple-
mentation of our descriptive melodic units as part of a
recently developed labelling and testing environment
for melodic aspects of speech allows a comfortable
and intersubjective application of the melodic units
for the annotation of speech. An experimental evalu-
ation by a rating-experiment secures that the melodic
units describe spontaneous speech as adequately as
read speech

1 Introduction

During the last years there have been an increasing
interest in the field of prosodic annotation of speech
[8, 10, 12, 7, 6]. This originates from developments
in speech technology and linguistic resarch of sponta-
neous speech.

We propose an annotation system expecially for
melodic aspects of German speech whose units are per-
ceptively relevant and phonetically defined. The pro-
cess of defining the units from the speech signal and its
calculated fundamental freuquency is determined by
several selection criteria which secure the perceptive
relevance of the units [13, 1]. To allow the application
of the melodic units as an annotation system for spon-
taneous German utterances an experimental evalua-
tion has been carried out to confirm the validity of the
model for spontaneous German speech (section 3). Ad-
ditionally, special labelling facilities for the annotation
procedure are necessary. They have been developed,
implemented in C and integrated in ESPS/XWaves.
They allow a step-by-step refinement of the melodic
description in question guided by visual and audible
feedback (section 4). Because of the audible feedback
by a resynthesis of the original speech signal with the
model-based melodic units our annotation system is

especially appropriate for testing hypotheses regarding
the relation between speech melody and other linguis-
tic levels of description (eg. syntax) and for descrip-
tions of speech melody in the area of automatic speech
processing.

2 Descriptive Units

As the perceptive relevance of the melodic units is a
crucial point, a short outline of the defining proce-
dure is given. One basic assumption is that in spo-
ken language all perceptively relevant changes in pitch
can be described by means of a finite set of local and
global pitch movements [13]. The definition of those
units from the speech signal and its calculated fun-
damental frequency is determined by three perceptive
criteria which are applied at different levels of model
building: perceptual equality, perceptual equivalence
and acceptability. First, close-copy-stylizations of orig-
inal FO-contours are made. A close-copy-stylization
results from substituting the course of the original FO-
contoru by a minimal number of straight lines. It has
to be perceptively equal (auditive equal) to the origi-
nal contour. The comparison of numerous close-copies
leads to standard specifications of the perceptively rel-
evant pitch movements. These standardizations have
to be perceptively equivalent to the close-copies and
the original contours. Whether the standardizations
are acceptable melodic contours of the language under
investigation and whether the close-copies are percep-
tively equal to the original contours is experimentally
verified [9].

According to the outlined method [13, 1] for German
a set of 14 descriptive units is proposed (see tablel).
The set contains 12 local pitch movements which are
defined with respect to their position in the syllable,
their range and their duration. ‘D‘ represents contour
segments following the global course (e.g. overall de-
cline) of the FO-contour. ‘P‘ represents intervals with-
out relevance for the melodic description (silence, noise
etc.). The combination rules of the descriptive units
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Figure 1: Network representing the linear order of the local pitch movements, R=reset.

can be described by a grammar and are represented
in form of a transition network (figure 1). Speech seg-
ments following the declination line may occur at any
position of the melodic contour. For convenience of
clearness they are not integrated in the transition net-
work. For more details see [5].

Label | Duration | Position | Size Func
(ms) (ms) (st)
a 180 vo-210 +7.5 acc
b 180 vo-60 +7.5 acc
¢ 60 vo-30 +2.5 acc
d 180 VO +7.5 acc
e 180 evp-180 | +7.5 | bou
f 300 evp-300 | +12.5 | bou
g 120 evp-120 | +5 bou
1 180 VO -7.5 acc
2 240 vo+60 -10 acc
3 var vo+120 | -7.5 b_acc
4 180 vo+150 | -7.5 acc
5 var evp -7.5 b_acc
D var var decl b_lpm
P var var - pause

Table 1: Pitch movements for German: vo=vowel
onset, evp=end of voiced part of the syllable, st
=semitones, var=variable, decl=overall decline of
F0, ms=milliseconds, acc=accents, bou=boundary,
b_acc=between accents, b_lpm=between local pitch
movements.

3 Experimental Evaluation

In a rating experiment the validity of the melodic units
for spontaneous German utterances was measured by

the degree of the similarity between model-based and
original contours. Similar experimental designs are de-
scribed by [9, 13].

3.1 Experimental Design

In the experiment 24 native speakers were asked to
judge the similarity of pairs of stimuli on a scale from
1 (unequal) to 7 (equal). The pairs of stimuli belong to
either of three different conditions of similarity: group
A contains pairs of identical contours, group B con-
tains pairs of original and stylized German contours,
group C contains pairs of either an original German
and an English contour or a stylized German and an
English contour.

The main point of interest is where the judgements
of group B will be located on the scale between iden-
tical (group A) and not identical contours (group C).
Provided that the model is valid for spontaneous Ger-
man utterances, we would expect that the difference
between the judgements for group A and group B
should be significantly smaller than the difference be-
tween group B and C.

3.2 Stimuli, subjects and procedure

Out of 22 spontaneous instruction dialogues [11] 12
male and 12 female utterances were chosen accord-
ing to the criteria different syntactic structures (simple
declaratives, interrogatives, complex declaratives), du-
ration between two and seven seconds and occurrence
of all pitch movements of the model. For each condi-
tion of similarity (group A, B, C) 12 pairs of stimuli
were built: every original utterance was resynthesized
with the original FO contour, the model-based F0 con-



tour and an English FO contour according to [14]. The
English contours should be as close to the German
original as allowed by the English intonation model.
The stylized German contours and the English con-
tours were provided with an identical declination com-
ponent in order to exclude possible influences caused
by different declination lines. The melodic labelling
and the resynthesis were done with an ESPS-based la-
belling and testing environment for melodic aspects of
speech described in section 4.

3.3 Experimental results

For every subject decreasing rating values from con-
dition A to B to C can be observed. As expected,
the judgements of the conditions A, B, C differ sig-
nificantly (for male stimul A to B: t,,,=8.1410, B to
C: t55,=14.677, p=0.000; for female stimuli A to B:
t (25, =8.583, p=0.000, B to C; t,,,=16,617, p=0.000).

masculine voice feminine voice
cond. | mean | std.dev. | mean | std.dev. | n
A 6.45 .383 6.46 .566 24
B 5.44 721 5.01 .822 24
C 2.52 1.074 2.65 .892 24

Table 2: Mean values for masculine and feminine stim-
uli.

Our main point of interest concentrates on the distance
of A to B (A-B) and B to C (B-C) for male and fe-
male stimuli. ANOVA (with repeated measures, SPSS
7.5) shows a significance of the factors sex and differ-
ence with a main effect for difference (F, ,;=59.564,
p=0.000). The distance of group A to B (A-B) is sig-
nificantly smaller than the distance of group B to C
(B-C): paired t-tests (2-tailed) for the factor differ-
ence show that A-B is significantly smaller than B-C
for both sexes (male A-B/B-C: t,;,=-8.435 , p=.000;
female A-B/B-C: t,;,=-3.915, p=.001). These results
give sufficient support for the validity of the model for
spontaneous spoken German utterances.

4 Application of the melodic
annotation system

To allow the melodic annotation with the pitch move-
ments proposed in section 2 appropriate labelling fa-
cilities must be available. Therefore, a labelling and
testing environment for melodic aspects of speech has
been developed [3, 2]. The melodic model has been im-
plemented as part of the environment. This environ-
ment offers audible and visual feedback for the melodic
annotation thus allowing a step-by-step refinement of
the melodic description in question.

4.1 Audible and visual feedback

The audible feedback consists of a resynthesis of the
original speech signal. This resynthesis has an altered
fundamental frequency which is computed from the
melodic annotation supplied by the user. By auditive
comparison of the resynthezised speech signal with the
original, it is possible to decide whether the melodic
annotation is an appropriate description of the original
speech signal.

The visual feedback shows the fundamental fre-
quency computed from the melodic annotation as an
overlay on the original fundamental frequency and al-
lows a visual comparison of the original and the model-
based contour as well. For a successful comparison
with respect to the similarity to the original and the
computed fundamental frequency it should be taken
into account that not all visual differences between
two contours are audible as well.

4.2 Scaling factors and other degrees
of freedom

Generalizing over the melodic variety in speech is an
important advantage of a model-based melodic de-
scription. However, since already the model building
itself is based on a restricted set of data such a general
description can miss the fine grained characteristics
of special corpora (sociolects, ideolects or emphasized
speech). To describe such fine grained melodic devi-
ations without loosing the generalizing abilities of a
melodic model our labelling facilities provide scaling
factors and other degrees of freedom. The user can
adapt the local pitch movements by inserting scaling
factors. Because of its varying pitch range this is an
example for the usefulness and necessity of the scal-
ing of the local pitch movements. For computing the
fundamental frequency which results from the melodic
description a declination model following [1] was im-
plemented. Since the slope of declination is known to
vary according to several variables like position in a
paragraph, utterance length etc. the user can define
his own declination line by giving either its starting
value and the overall decline (in semi tones) or start-
ing and end value.

4.3 Realization and Usage

The environment for the labelling and testing of
melodic aspects of speech (see figure 2) is implemented
in C and integrated into the ESPS/XWaves environ-
ment. ESPS/XWaves is a world wide used speech
analysis program that is available for various types of
work-stations. It offers lots of processing and labelling
facilities which can be used in combination with our



environment. The resynthesis-facilities of our environ-
ment include the PSOLA-algorithm in the frequency
domain implemented by Dik Hermes.

speech signal F0-contour
Y melodic
Y ipti
Stiation ||| | descrition
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Y v
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Figure 2: Main components of the labelling and test-
ing environment (surrounded by double lines) and its
input and output files.

Roughly, the usage of the environment requires files
which contain the melodic annotation of the speech
signal with the pitch movements given in table 1. This
annotation is provided by the user according to his
auditive and visual analysis of the speech signal. The
files are created by using the ESPS/XWaves facilities
for labelling (e.g. ‘xlabel’). One obligatory file con-
tains the melodic annotation of the speech signal and
a second optional file contains information about the
global course of the fundamental frequency. The ex-
tensions of the files indicate which information they
contain (e.g. ‘.If* for files with melodic labels, ‘.dci‘ for
files with global pitch information). The options of the
label environment e.g. the auditive or the visual feed-
back are chosen and executed via mouse menue. For a
more detailed description of the usage and additional
options provided by this labelling environment see [2].

5 Conclusion

We have presented an annotation system for German
speech melody which is methodically based on the
IPO-approach. The implementation of the model as
part of a labelling and testing environment and the
experimental evaluation allow the broad application
of the perceptively relevant and phonetically defined
descriptive units as an annotation system for Ger-
man speech melody. The labelling and testing envi-
ronment supports an intersubjective use of the pitch
movements. Aims of further research concern the ex-
pansion of the currently defined pitch movements as
well as the improvement of the declination component
which is currently used in the implementation of the
labelling environment.
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