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ABSTRACT monolingual recognizer as far as possible, e. g. acoustic units

are shared. Furthermore, words that exist in both languages with

In this paper, we report our investigations on the use of adaptghe same pronunciation like "in” are represented only once. The
tion and retraining in our bilingual (ltalian, German) and multi-|exicon of theonerecognizer contains both Italian and German

dialectal recognition system. Our approach for bilingual speecfiords. Some distinction between the languages is only done at
recognition is to assume the two languages as being one, whigke |evel of language modelling. The performance of the bilin-

is best suited for a task where Italian and German natives spegkial recognizer without adaptation showed to be higher than of
both languages, resulting in a variety of accents and dialects. the monolingual recognition systems [1], due to the variation in

. ) accents and dialects of the speakers of both languages.
We performed adaptation on single speakers and speaker groups

built from combinations of spoken and native language. Furtheiwhen some speakers speak with an accent or a dialect, additional
more, we performed retraining on partitions of the adaptation ddigorithms have to be applied to further improve performance,
training data. that is to adapt the system towards a speaker or a speaker group.

Different experiments on adaptation with dialectal speakers have

Our experiments led to an error rate reduction in all cases: cOMsan done by [3]. In the following, there will be a short descrip-

pared to the baseline syostem, we achieved an overall Improvgs, of the paseline system and the involved adaptation and re-
ment of 14, 12-14 and 7 % for speaker adaptation, speaker 9r%HBining algorithms. Then, experiments and results will be shown.
adaptation and retraining, respectively.

Furthermore, we found among others that performance is rather 2. Baseline system

stable for Italian between adaptation and retraining,

while adaH.- " . .
. .. he employed recognition system for these experiments is
tation for German outperforms retraining by far. ploy 9 Y P

adapted from a recognition system that is developed at the chair

. for pattern recognition at the University of Erlangen, German
1. Introduction o Ef’]_ g y g y

1 . .
Inthe EU funded BEEDATA " project [1], the task of data-entry in pring the recognition process, 12 mel cepstrum features are cal-

two different Iangu_agesf is developed. Speakers have either lta"@[]ted as well as 12 time derivatives, where the normalized energy
or German as their native language and speak the other 1anguage, en instead of the first value, resulting in 24 features for semi-
with a certain amount of accent. Speakers come mostly from they inyous Hidden Markov Models. For acoustic modelling we

area of South Tyrol and show a big variety of dialects espeuallMse the technique of polyphones [9]. In this approach, different

in the German language. Further on we call the variation of e stic units are modelled for each phoneme depending on the
non-native speaker accent and the one of a native speaker diale@taxt and the occurence of this context

There are different approaches to multi- and bilingual speech,q 4ata entered into theSEDATA system are of different types

recognition, for example [3, 4, 11, 12]. One approach consistg o numbers, proper names or descriptions in complete sen-
of the development of a system that recognizes one Ianguaget@hces_

a time, but with language independent algorithms that cover lan-

guage specific aspects like homophones or coarticulation effecisanguage models are produced according to the data fields: word
A second approach is the portation of a recognizer to anoth@sts are used for the entry of proper names, grammars for num-

language with as little retraining as possible. A third task is tgers and dates, statistically trained language models for whole

recognize two or more languages at a time. sentences. Only these language models separate the two lan-

. . guages and the data fields, since one language model covers only
Bilingual recognition in our approach means to assume the Wi e data field of one language.

languages as being one. The recognizer is developed like a

Lthis work is supported by the European Commission, Telematics A Our data set is described in table 1. For the baseline system with-

plication Programme, project reference number LE 1999 out adaptation, the adaptation set is used for validation during the




training process. Natives in each language as well as gender dree above described adaptation algorithm changes only the code-
distributed equally: there are 40 speakers in the training set, 2ok mean vectors, so this limited number of parameters can be
of them have German and Italian as their mother tongue, respegstimated from few observations. The consequence is of course
tively. In each of these subsets, there are 10 female and 10 maldimited ability to model the individual speaker. This limitation
speakers. For adaptation and test, 8 new speakers are emploigedot given for retraining, since both the HMM parameters and
with an equal distribution. The speakers of the adaptation arttie codebook are reestimated. However, a larger amount of data
test set are identical. The texts of the test data are translationsisfrequired in order to obtain good results.

the other language.

5. Experiments

length in minutes| italian | german

training 347 399 In the experiments we use two types of speaker independent base-
adaptation 36 39 line systems as reference for the performance evaluation: the sys-
test 73 77 tem of two monolingual recognition systems and the bilingual

recognition system.
Table 1: Data set

Each of the experiments is evaluated according to the overall
The baseline system employs 87 bilingual phonemes. Using thecognition result in both languages, the recognition of sentences
technique of polyphones [8], 2000 polyphones are used for recogr each language (li, lg), furthermore to 4 speaker subgroups,
nition. The German recognition lexicon consists of 4030 wordswhich result of the combination of the spoken language (li-italian,
the Italian one of 3974, the bilingual recognition lexicon con-lg-german) and the native language of the speaker (ni-italian, ng-
sists of 6031 words: words that occur in both languages (mostlyerman), e. gni-li, see also figure 1. The performance of native
proper names) are only modelled once. speakers in both languages is also given (ni,ng).

Additionally, two monolingual recognition systems are als
trained with 49 phonemes for Italian and 62 for German, lead- language
ing to around 900 polyphones for each recognizer. Italian German

3. Adaptation

It has been shown that adaptation of a speaker independent sys- Italian

tem to a speaker can increase recognition performance signi ir'nother tongue
cantly. Several adaptation methods have been proposed in the [ast

few years. Of these, approaches which maximize the Maximu German
Likelihood (ML) or the Maximum a posteriori (MAP) criterion

have received most attention and gave good performance [7].

We experimented with two different adaptation methods. Th
first one performs a common linear transformation of all code ] ]
book mean vectorgns: I nativespeskers [ ] non-native speakers

my = Amy, + b. 1)
Figure 1: Speaker groups according to spoken language and

The transformation paramete®s= { A, b} are estimated using mother tongue

the Maximum Likelihood criterion [10]:

Our = arg max p(X1©). (2)  The speech of non-native and dialectal speakers typically shows
. . L systematic differences to the standard pronunciation of German,

The.second method is a Bayesian reestimation of the mean V%é'e also Table 2. These differences also vary due to a different de-
tors: gree in dialect and error-prone pronunciation: inter-speaker vari-
L , (3) ation (among speakers) and intra-speaker variation (in the speech
Tk + thl Ce(k) of the same speaker). The influence of those effects on the system
where(i(k) = p(w: = k|z,\) is computed by the forward- performance is also studied.
backward algorithm ang influences adaptation speed.

T
~ my + _ k)x
g = TNy Zt_1<t( ) t

) L ) o correct | spoken| example || correct| spoken| example
In a different application, we experienced that a combination gf st St Dienstag|| St st Station
both methods performs better than any of the methods alone [1 )]h X heute ts dz zehn
.. 2 E maoglich || v ou West
4. Retralmng y: | Uber o: @) Rose

In cases where plenty of adaptation material is available, it seems
more convenient to simply perform some training iterations on

) ) ) Table 2: Pronunciation variants in German (SAMPA)
the speaker independent system using the adaptation data.



| word error rates in % | total [ i ] Ig ]| ni-li | ng-li | ni-lg | ng-lg || ni| ng]|

no adaptation bilingual 11.27 || 892 | 14.34 || 855| 9.28 | 14.97| 13.71 || 11.34| 11.20
monolingual 1245 8.71| 17.32 || 7.50| 9.92 | 18.15| 16.50 | 12.12| 12.77

adaptation bilingual (16) 9.70 || 6.67 | 13.65| 5.55| 7.79 | 15.12| 12.19 9.70| 9.69
(# groups) monolingual (8) 8.61| 6.01| 11.99| 5.10| 6.93 | 13.11| 10.87 8.58 | 8.63

speaker+any language (§) 9.77 ] 6.80 | 13.65 ] 5.78 | 7.82 ] 14.87 | 12.43 9.72| 9.82

group adaptation lang.+mother tongue (4)|| 9.93 | 6.93 | 13.85| 5.93| 7.94 | 14.58| 13.12 9.68 | 10.18

(# groups) language (2) 9.74 | 6.86 | 13.51| 5.78 | 7.94| 14.92| 12.09 9.75| 9.74
mother tongue (2) 9.89 || 6.95| 13.73 || 5.93| 7.97 | 15.07 | 12.38 9.89 | 9.89
monol. + mother t. (2) 10.06 || 7.20| 13.80 || 5.55| 8.84 | 14.29| 13.31 9.34| 10.78
HMM reest. 12.49| 755 | 18.94| 7.58 | 7.53 | 23.68 | 14.19 || 14.56 | 10.42
retraining HMM + CB reest. 10.99|| 6.84| 16.42 | 6.60| 7.08 | 18.69 | 14.15| 11.85| 10.14
150 min.+HMM+CB 1045 7.12| 1480 7.09| 7.15| 14.68 | 14.93| 10.38 | 10.52

Table 3: Word error rates for the baseline systems, adaptation and retraining experiments

5.1. Performance of the baseline systems  The next experiment deals with building groups for adaptation:
) ) if adaptation is not performed by speaker and language but in
For the speaker independent systems, it has already been shqatjer groups, there are more adaptation data available for one

that the bilingual recognizer outperforms the monolingual recogadaptation step, but the adaptation data is less specific for the
nizers in general [1]: the performance of the monolingual recogyroup being adapted.

nizer is a little higher for Italian than of the bilingual recognizer,

but the bilingual recognizer performs a lot better for German thaRrom the initial 16 groups (8 speakers, 2 languages) new

the monolingual recognizer, see the first part of table 3 (no adagroups are built according to speaker or language characteristics,

tation). i. e. speaker, spoken language, or mother tongue of the speaker,
leading to 8, 4 or 2 groups per adaptation step. Results are shown

Comparing the performance of the two languages, it can be segfthe third part of table 3 (group adaptation).

that Italian is better recognized than German: on the one hand,

Italian is a language that is easier to recognize, see also [2]. GRecognition rates do not vary very much, although it can be seen
the other hand, there is a bigger variation in German, due to difhat best results are obtained when adapting to a speaker (any
ferent dialects and a wide range in the intensity of a dialect ifanguage) or adapting to a language. Within these experiments
comparison to standard German [6]. Furthermore, some natiw® group adaptation, it is astonishing that the performance with
Italians show an immense accent when speaking German. four groups is slightly worse than with only two groups, since the

characteristics of the language should be represented best.
Within a language, of course, natives are recognized better than

non-natives who have a larger (inter- and intra-speaker) varieWith regard to the languages, in most cases Italian improves more
than natives. than German: with the bilingual recognizer performance for the
German language is improved by 5 %, for Italian by 25 %.

5.2. Adaptation

When adapting to both speaker and language, performance de-
All experiments are carried out with the combined adaptation akreases for the groupi-lg, which is the group with the audi-
gorithm. Its parameters were determined in preparatory expetively biggest inter- and intra speaker variation. In this particular
ments. case, the adaptation algorithm does not achieve an improvement,

possibly due to the high variation caused by accent and dialect,
The first experiment in this series is performed with the bilingual. e. intra-speaker variation. This effect can be compensated by
recognizer with an adaptation per speaker and language whialdapting to larger groups. The biggest improvement with respect
leads to an adaptation of 16 groups (8 speakers x 2 languages)the baseline system for this group is found with an adaptation
Furthermore, adaptation is also carried out with the two monolirto language and mother tongue speakers.
gual recognizers. Results are shown in the second part of table 3
(adaptation). In this experiment, the error rate decreased by WMith the monolingual recognition systems, there is only one sys-
%. tem of 2 subgroups to be built — adapting to the mother tongue

of the speaker (monolingual + mother tongue in table 3). The
Looking at the performance of the monolingual recognizers, a bigerformance achieved with this experiment is worse than adapt-
improvement can be seen with a 31 % smaller error rate. Now, thieg the monolingual recognizers to each speaker (10.06 %, per
monolingual recognizers even perform better than the bilingualpeaker: 8.61%). It is also slightly worse than the performance
recognizer. Itis surprising that the adaptation algorithm is moref the bilingual recognizer for the subgroups, although best per-
effective for the monolingual than for the bilingual recognizerformance within those subgroups is achieved for native Italians
resulting in a better overall performance. (ni and native Italians speaking Germar/g.



The group that obtained the highest improvement during adap-
tation is native Italians speaking Italian: this is also the group
with the least inter- and intra-speaker variation due to dialect and

accent.

5.3. Retraining

3.

The first set of experiments is carried out with retraining on the

adaptation data, i. e. on a partition of 75 minutes of speech de?

pending on the subgroup that is retrained, see table 3 (retraining).

In a first step, retraining with the adaptation data is performed by

reestimation of the HMM parameters, with and without codebook®

reestimation. Without reestimation of the codebook the perfor-

mance is worse than the baseline system for all introduced sulf-

groups.

Performing a reestimation of the codebook and another retrain-

ing of the HMM parameters only improves performance slightly 7-

when retraining on the four subgroupsi{i etc.). This is still

worse than any result of the adaptation experiments. This result

is caused by the bad performance of German. Italian, howeve:

performs in the same range as with adaptation.

For these four groups, retraining is performed also on a partition

of the training set, which matches the group characteristics, e. ¢?:

native Italians speaking German with around 150 minutes train-
ing material per group. Best results are achieved with codebook

and HMM parameter reestimation. These results are 7 % bett&?:

than those of the baseline systems, but still worse than with adap-
tation. When evaluating the performance per speaker group it

can be seen that, in relation to the adaptation experiments, natiye

speakersri-li, ng-lg) are recognized worse whereas for the non-l 1. F. Weng, H. Bratt, L. Neumeyer, and A. Stolcke. A Study of Mul-

native groupsig-i, ni-lg) the bilingual and adapted recognizer is

outperformed by 3 to 8 %. The monolingual adapted recognizer

is still the best for all speaker groups.

6. Conclusion

12.

In our experiments in the domain of bilingual speech recognition,
adaptation decreases the error rate for our bilingual recognizer by
14 %. For the monolingual recognizers the error rate was reduced

by 31 % resulting in an overall error rate of 8.61 %.

Building speaker groups according to characteristics like lan-
guage, mother tongue and the combination of both, achieves
nearly the same performance like adaptation to a single speaker.

We also retrained the system with those speaker groups. Evalua-

tion on the groups gave an improvement as well. When retraining
is performed on that partition of the training set which matches

the group characteristics, although there are no common speakers

to both sets, the error rate is reduced by 7 % with respect to the

baseline system.
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