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ABSTRACT ing is not always possible. If a speech understandig application

. . requires to analyze an unlimited stream of speech input, one is in-
Prosody can be applied to improve the performance of spontgsrested in a segmentation of that stream into chunks containing
neous speech translation systems IIkERBMOBIL. In VERB-  hhrages because syntactic and semantic analysis need such seg-
MOBIL we previously augmented the output of a word recognlze,zFemS [4]. On the other hand automatic classification and percep-
with prosodic information. Here we present a new approach g experiments presented in [6] showed that word information

interleaving word recognition and prosodic processing. Whilgs o1, cia| for a reliable determination of phrase boundaries.
we still use the output of a word recognizer to determine phrase

boundaries, we do not wait until the end of the utterance bddere we have a dilemma. On the one hand we need word infor-
fore we start processing. Instead we intercept chunks of wonghation for a reliable determination of phrase boundaries, on the
hypotheses during the forward search of the recognizer. Neuralher hand a speech recognizer needs phrase boundaries in order
networks and language models are used to predict phrase boumalproduce word hypotheses for segments determined by prosodic
aries. Those boundary hypotheses, in turn, are used by the recagralysis. In our research, we therefore developed a scheme that
nizer to cut the stream of incoming speech into syntactic-prosodienables us to interleave acoustic-phonetic decoding and prosodic
phrases. Thus, incremental processing is possible. We invesfirocessing. This is described in section 3.

gate which features are suited for incremental prosodic proce

ing and compare them w.r.t. classification performance and efffyen dealing with an unlimited stream of speech input we can-

ciency. We show that with a set of features that can be comput&?t use global features, e.g. global speaking rate. Furthermore we

efficiently classification results are achieved which are almost g@nnot use normalized features that need global information such
s the difference of local energy and global energy. Those fea-

good as those with the previously used computationally more el ) A

; tures proved to be important for phrase boundary classification,
pensive features. . ; .

though. In section 4 we describe different types of features that

1. INTRODUCTION can still be computed in the case of incremental processing. Effi-

ciency issues are addressed in this section as well. The different

In the context of automatic speech recognition and understangpes of features are evaluated w.r.t. classification performance.

ing, speaker independent large vocabulary spontaneous speecRésults are given in section 5.

exceptionally difficult to deal with, especially if human-to-human ) ) ) . . .
communication is involved. Some reasons for that are variatiorfdll €xperiments described in this paper are carried out with

in the speech signal, coarticulation, accents, dialects, hesitatiorf&t@ collected in the domain of appointment scheduling, as this
corrections, filled pauses (e. tem”, “hm”, ...), andungram- Was the scenario during phase one of the GermarB#OBIL-
matical utterances. The task of analyzing an utterance gets evéipiect. Therefore, details about the data and the domain are

harder when the utterance comprises more than one phrase &gn firstin section 2.

can be arbitrarily long. 2 THE SCENARIO
While several of those problems (variations of the speech sign hase one of the GermarEXEMOBIL project (see [2] and [8])

coarticulation, accents, dialects, filled pauses) can be comp r\ dv had biti s lati f
sated for by sophisticated feature extraction and acoustic mofif€ady had very ambitious goals: a translation system for spon-
neous human-to-human business appointment scheduling dia-

elling techniques, prosody can be very valuable in order to coé i .
with the other spontaneous speech phenomena. A good overvigggues Was to be developed. A first prototype was presented in
95. Now, in the second phase of the project, several conceptual

about the incorporation of prosodic information into automati . ; ;
speech understanding applications is given in [5] changes and functional extensions have been envisaged [7]. One
' new requirement is incremental processing of speech input.

The approach described there is not directly applicable to all sitg_— goal of the research presented in this paper is to develop a

ations though, as it presumes that prosodic analysis can take pl h K . . i | di
after word recognition is completed. Such a sequential proces3cne€me that makes an integration of incremental prosodic pro-
cessing and acoustic-phonetic decoding possible. Itis crucial not

F o to lose classification performance and word accuracy. In order
This work was funded by the German Federal Ministry of Educatg evaluate our incremental feature extraction methods detailed

tion, Science, Research and Technology (BMBF) in the framework of th : : :
VERBMOBIL Project under Grant 01 IV 102 H/0. The responsibility for.ﬁ] section 4, we th.erefore used the same data as in previous, not
the contents lies with the authors. incremental experiments (see [5]).




SpeeCh samples forward search forward search backward search/pruning

name | dialogues] turns | minutes| word tokens P —
BS_TEST 3 64 11 1,513 é
BS_TRAIN 30 | 797 96 13,145

Table 1: Prosodically labelled speech sample.

In this paper we concentrate on the detection of phrase boundaries

that are prosodically marked. Just a small part of the speech data

AN i
collected throughout the BRBMOBIL-project so far is annotated 5‘ g é boundary position

with prosodic phrase boundary labels. The amount of data usectbhrase boundary classification  phrase boundary classification
in our experiments is shown in Table 1. Every word of BESST
and BSTRAIN was labelled with B (n € {3, 2, 9,0}, see Table
2).

e BS.TEST is used for the test of prosodic classifiers. Th

Figure 1: Dovetailing of acoutics and prosody

to this coupling as dovetailing (see Figure 1). In the upper part
. . of the figure the processing of the word recognizer is depicted,
?elila?\%Lf]griglreesspé);lfgrsb};ttzgfef:rgIr]:{er:aecrgr(rjr;slesei‘tgi three d n the middle the comunication between word recognizer and the
P _ 9 ’ prosodic processing module, and in the lower part the prosodic

e BS.TRAIN contains all turns of the ERBMOBIL speech  processing module that determines phrase boundary positions.

data that were annotated with prosodic labels until spring
4. FEATURE EXTRACTION

of 1998 excluding those in BSEST.

The necessity to process data incrementally rules out the possi-
bilty of using global features and global normalization as already
pointed out in section 1. Additionally, the interception of word

Acoustic-prosodic boundary labels
label | description

B3 prosodic clause boundary hypotheses from the word recognizer during the forward search
B2 prosodic phrase boundary as described in section 3 brings up another problem: During for-
B9 irregular boundary, usually hesitation lengthening  ward search usually up to two orders of magnitude more word
BO every other word boundary hypotheses have to be dealt with because word recognizers often

prune that many hypotheses when combining the language model
scores with the acoustic scores.

3. DOVETAILING OF ACOUSTICS AND 41+ Efficiency problems
The approach described in [5] which is also used in the proto-

PROSODY e prc
type of the VERBMOBIL-system has to be adapted to the situation
As already mentioned in section 1, syntactic and semantic analyshere word hypotheses are received during the forward search
sis need segments that correspond to phrases. Phrase boundagits, word recognizer. Two aspects of the feature extraction de-
on the other hand, are most reliably determined if word inforscribed there are not well suited for a high ratio of word hypothe-
mation is available. A word recognizer, in turn, needs phrasges to words.
boundaries in order to segment incoming speech.

Table 2: Description of acoustic-prosodic boundary labels.

1. For every word hypotheses a time alignment has to be per-
formed which is an expensive operation.

The vector of features used in [5] comprises several hundred
components. If a word hypothesis has to be classified as to
whether a phrase boundary follows or not, a context of word

or syllable based intervals around the current postion is used

A solution to this situation is a tight coupling of prosodic pro-
cessing and acoustic-phonetic decoding. Most HMM based word 2,
recognizers use a multi-stage search.

1. Inaforward search pass the most likely acoustic models are
concatenated leading to most likely word sequences. Usu-

ally a beam search with an n-best constraint is used. Bigram
language model information is often included.

2. In a subsequent search the resulting sequences of word hy-
potheses are then combined with language models of con-
texts> 3. Often pruning takes place at this stage as well.

One way to combine word recognition and phrase boundary de-
tection is to send word hypotheses during the forward search pass
from the word recognizer to the module doing the prosodic pro-

to compute those features.

For example, in order to describe the energy contour of the
speech signal at the current position, several energy based
features (e.g. the regression coefficientrgy_Rc, maxi-
mumenergy_-Maz and minimumenergy_Min of the en-

ergy contour) are computed over intervals based on word,
syllable or syllable nucleus segments. A typical feature is,
e.g..energy_Rcover the interval of the last, the current and
the next syllable.

cessing. This module can use the word information when deter-
mining phrase boundaries. If a very likely phrase boundary i VERBMOBIL the output of a word recognizer is structured as a
detected, the position of that boundary is sent back to the wogtaph which we refer to as word hypotheses graph (WHG). Each
recognizer. The word recognizer can then start to backtrace ardge corresponds to a word hypothesis, each path through the
combine the acoustic scores with higher order language modejsaph corresponds to a complete hypothesis of the spoken word
from the point of the phrase boundary back to the beginning afhain.

the segment. . . )
9 The efficiency problem becomes apparent when looking at figure

This coupling is very tight since it requires a close interaction of. In this example, the word intervals_, andw_, have to be
word recognition and prosodic processing. We, therefore, refénoked at for every feature that uses a context of 2 words to the



context -2,0 Types of features
/W\/\ﬂl\ intervals fixed | word [ syllable- [ syllable
o 2o - size similar
lexicon no yes yes yes
context -2,-1 necessary
syllable bound. no no approx. yes
Figure 2: Piece of a WHG showing a nodewith all following necessary
word hypothesesv;,7 = 1,...,k and a context of two words lexical feat. some| some yes yes
preceding those word hypotheses in the graph. usable
norm. durationall no | approx. yes yes
left and every wordw;,i = 1,...,k. If the density of a WHG | feat. usable
increases by a certain factarthe context is processed on average| nhorm. energy no | approx. yes yes
c-times more often foeverynode in the WHG. In most cases the | feat. usable

computation of a feature requires to look at every frame of the

time interval that the feature is computed for. If the density of dable 3: Different types of features: What is needed to compute
WHG is increased by several orders of magnitude this means #em, what features can be computed.

enormous increase in computational effort.

A solution to the last problem is to first compute every featurél-s- Word intervals without time a“gnmem

for intervals of only one word and then to use those features 8,4y re extraction using word intervals has the advantage that no
approximate the features with a context of more than one word. Ikt has to be made in order to determine the intervals (in con-

SOME cases, €.9. maximum OT the energy contour in an interval ffast to syllable intervals) because those are given by the word
several words, the exact solution can be computed. In other CaSESeoqni
e.g. the regression coefficient in an interval of several words, an

aproximation has to be used. For each word in the word recognizer lexicon the phoneme tran-
. . scription is given. In addition to that, syllable boundaries and
4.2. Different classes of intervals the default position of the word accent are known. If we had a

time alignment of the phoneme sequence, we could use phone in-

The_rf_e are several ways io describe prosod_lc attributes at a 9VEthsic normalisations for durational and energy-based features as
position, i.e. after a specific word hypothesis. described in [1] and [3]

1. One can compute features using fixed size windows. In [1], phoneme duration is supposed to be distributed normally.
If,we want to avoid to perform a Viterbi alignment we can as-
Sume that the durations of the phones of a word are independent
random variables. Under this assumption the duration of a word
3. The word segments from the recognizer could be split intts distributed normally as well, and the mean and the variance of
syllable segments. There are several ways to do that. #e word duration is simply the sum of the means of the phone
computationally cheap way is described in section 4.4. Weurations and the sum of the variances of the phone durations re-
refer to segments that we obtained by such a syllable boungpectively. The same can be done for the energy distribution of

2. Word segments can be used since we get those "for fre
from the word recognizer.

ary detection algorithm as syllable-similar intervals. the phones of a word.

4. Aforced Viterbi alignment with a speech recognizer canbe} 4,  Syllable intervals without time align-
used to get syllable segments. This is an expensive opera- ment
tion.

Syllable intervals were used in [5] with great success. One reason
Depending on the type of interval some features are computabier this might be that lexical flags (e.g. a flag if a syllable carries
others are not. If e.g. syllable boundaries are not known, thghe word accent) can be used in this case. Such information might
information that a syllable carries the word accent cannot be irbe helpful for some kind of implicit normalization. Furthermore,
cluded in a feature vector. Prosodic means that are used by htie F0- and energy contours can be modelled more accurately.
mans in order to mark prosodic events like accents or phrageforced viterbi alignment in order to determine syllable bound-
boundaries comprise pitch, loudness, speaking rate and pausgses is an expensive operation. Faster ways to reliably determine
The acoustic correlates of those prosodic meang-areenergy, syllable boundaries are needed.

and durational features. Those acoustic correlates are highly de-

pendent on the current phone. Energy for open vowels, e.g.,\fge trained a mu!ti layer perceptron (MLP)_ on 72-dimensional
much higher than for closed vowels. Thus, features that modégature vectors with standard backpropagation. The vectors were

energy variations should take phone intrinsic statistics into a&omputed every 10msec on frames containing 256 speech sam-
count. ples, i.e. with a duration of 16msec. For every frame 12 mel-

frequency cepstral coefficients and 12 delta coefficients for the
With fixed sized windows, normalization of phone intrinsic val-current speech window as well as for the left and right neigh-
ues is not possible. If word information is used but no syllabouring speech windows were concatenated. During training we
ble segmentation is performed some kind of normalization capsed the syllable boundaries detected with Viterbi alignment as
take place which is not as accurate as when a time alignment gfference.

the phoneme sequence is available (see subsection 4.3). Sylla-

ble based intervals offer the highest degree of information. Thi§ order to determine syllable boundaries we used the positions
situation is summarized in table 3. of the maxima of the MLP output. Given a word hypothesis,



we searched for the "best” segmentation of that word into syllaFhe features sets have been evaluated according to their phrase
bles. As cost function we combined scores for syllable durationsoundary classification ability. It could be shown that word in-
(using phone duration statistics) and the output of the MLP. Theerval based features that can be computed very efficiently yield
segmentation yielding the lowest value of the cost function waalmost as good classification results as the computationally much
chosen as "best” segmentation. The performance of that syllaaore expensive feature set described in [3].

ble detection algorithm developed on an independent data set is
shown in Table ?1 P P As shown in Table 5 the set of features SSS-276 still yields

slightly better classification results than WSS-274. Reasons
Syllable boundary detection might be the use of syllable based features and lexical flags,
global normalization, or the approximation that we used in or-
der to speed up the computation of features with contexts of +/-
[ 93% [93% | 7676 | 558 | 591 | two words. In further experiments we will use syllable-similar
intervals (see section 4) that are fast to compute and make a finer
Table 4: Evaluation of syllable boundary detection algorithm. granularity of prosodic modelling possible. As more training data
becomes available, we might be able to use word intrinsic instead

5. EXPERIMENTAL RESULTS of phone intrinsic durational and energy modelling.

; . viously, feature set WSS-274 is much faster to compute
_In this research our aim is to develop a scheme that ena_bles urs{?]gn SSS-276 since it does not need a Viterbi alignment of the

phoneme sequence and features over contexts of several words
e computed much more efficiently, especially if a WHG is very
ense. It still has to be evaluated how big the gain really is. We
ﬁ]ﬁve to focus here on WHGs with a high ratio of word hypotheses
to spoken words.

precision| recall | #correct]| #deletions| #insertions

limited stream of speech input has to be analyzed. An archite
ture which makes such an integration possible was described
section 3. In the sequential approach described in [5], the best
sults for phrase boundary classification have been achieved wi
a combination of neural networks and language models.

Finally, the best suited feature set has to be included in the
ERBMOBIL-System and evaluated with respect to word accu-
phrase boundary classification performance and efficiency.

While the use of language models is not much affected by i
cremental processing, the acoustic processing, i.e. the featu
extraction, has to be adapted as described in section 4. SevdAY:
experiments have been conducted in order to evaluate different

types of features. MLP networks have been trained on the data 7. REFERENCES
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