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ABSTRACT [8] - a large benchmark database widely used for speaker

recognition systems.

This paper presents a neural network inspired approach to

speaker recognition using speaker models constructed from full 2. EXPERIMENTAL SET-UP

data sets. A similarity measure between data sets is used for

text-independent speaker identification and verification. 12.1. The TIMIT Database

order to reduce the computational effort in calculating the

similarity measure, a fuzzy Vector Quantisation procedure iEhe TIMIT Database contains 10 sentences from each of 630

applied. This method has previously beencsssfully applied speakers (438 males and 192 females). The text corpus consists

to a database of 108 Australian English speakers [1]. of three different types of sentences: dialect sentensas (
sentences), phonetically compact sentensesdntences), and

The purpose of this paper is to apply this method to a largphonetically diverse sentencesi (sentences). The dialect

benchmark database of 630 speakers (TIMIT Database). Usiggntences are spoken by all speakers, whereas the other

the full 630-speaker database, @asturacy of 98.2% (one test sentences are different for each speaker. The arrangement of the

sentence) and 99.7% (two test sentences) was achieved for tgideech data for training and testing was chosen to provide a

independent speaker identification. On a 462-speaker subsetcofmparison with the work done by Reynolds [6].

the database a 98.5% successful acceptance and 96.9%

successful rejection rate for text-independent speakéhe database is divided into two sections, a “test” section and a

verification was achieved. “train” section, containing 168 and 462 speakers respectively.
These sub-sections were used to divide the database into
1. INTRODUCTION different sets of speakers to investigate the effect of the number

of speakers on accuracy.
There has been great interest in the area of Automatic Speech
Processing over recent years, and many differerhadsthave  2.2. Pre-Processing of Speech Data
been used for speaker recognition, for example Hidden Markov
Models (HMM), Gaussian Mixture Models (GMM), Vector The speech data (utterances) were sampled at a ragkht,
Quantisation and Artificial Neural Networks (ANNS) [2- 4]. parameterised by 12 mel-frequency cepstral coefficients (mfcc)
to produce a series of 12-dimensional data vectors. The
There are many applications for speaker recognition, includingampling was performed using a Hamming window of 16-msec
telephone banking and security control émcess to restricted duration and 5-msec step-size. The mfcc spectrum was pre-
systems. An application which has recently beeapgsed emphasised by a filter coefficient of 0.97. Silence detection was
allows a verified speaker to gain access to a protected WWHérformed by cutting frames which are less than a threshold of
page [5]. 0.1 of the normalised log energy, and removes any noise from

. . . the speech data.
This paper investigates models created from complete data sets

constructed from 12 mel-frequency cepstral coefficients (mfcc) 3. METHOD

of the speech signal. A fuzzy Vector Quantisation (VQ)

approach is used to reduce the computational complexity 3f1 Speaker Model Construction

calculating the similarity between a speaker model and an

utterance. Figure 1 provides an overview of the procedure used to

. . construct the speaker models:
This method has been demonstrated to achievacauracy of P

100% for text independent speaker identification, a 100% Extract 12 mfcc Construct

successful acceptance and 99.81% successful rejection rate for to produce data Use a fuzzy speaker

text-independent speaker verification on a set of 108 speakefpeech data | vectors to represent | X)%:spip:]ogg? .| model from

from the ANDOSL database [1]. from TIMIT the utterances for g data vectors
speaker models ng(;:rtgsctg”s and

In order to allow a comparison with results in the literature [6, and test utterances codebooks

7] and to investigate the performance of this approach onFigure 1: Constructing models from the speech data
larger database, this method was applied to the TIMIT Database



UT.he be;t model for a data set is the data [d4¢t dm(X, Y) = 1 Z ”X,(y)_ vl 2)

sing this concept, models were constructed for each speaker Ny &

within the 12-dimensional mfcc space from the full data selvherex'(y) is the next neighbour in the speaker’s sabs) to

with no reduction in the input data prior to constructing thehe data vectoy in the test utterance. An average is taken over

speaker models. This ensures that the model contains enoygh N, data vectors inY. Here a high similarity measure

data vectors to capture the characteristic features of the speakgiresponds to a small mean next neighbour distahce,

within the local distribution of data vectors for the speaker [1].

Many methods reduce the complexity of the data set prior fthe search for the next neighbour using equation (2) is

classification, but we argue that reducing the complexity of theomputationally expensive. How do we make the next

data set incurs a loss of information which is relevant for meighbour search more efficient without losing information

classification task. which may be relevant for classification? We perform a
hierarchical search to reduce the computational complexity of

VQ is an approach used for information compression, and e feature extraction procedure.

widely used in speech and image compression to reduce the

complexity of the data set [9]. The fuzzy VQ procedure used iA large number of data vectors far away frommay be

this approach is obtained from a minimal free energy criterioexcluded from the next neighbour search, allowing for a

[10, 11] and the underlying update rule belongs to a class of ceduced search. For each data vegtothe next codebook

operative competitive learning rules [12]. This particular VQuectorw,' is obtained using equation (1), then the Voronoi Cell

procedure has been chosen because of its excetlemergence of w' is searched for the next neighbcfdr(y) in the speaker’s

properties, and the representation properties of the data setRygel. This corresponds to a slightly different value for the
the codebook are well suited to this problem. mean next neighbour distance:

~ 1 ~, 3
VQ is used to map the speaker mod€DO"™ with X = dm(X, Y) = N_Z X' &)=yl ®
y Yy

{x00%i=1,..N}, whereN is the number of data vectors in the
speaker modeK, onto a finite set oN (N>>N) codebook
vectors wOW{w 00*r=1,.N}. Each data vectorxOX is
assigned to the codebook veamiT]W by the condition:

e = %= min e —wef - @

which allows for a computation saving of approximatslyl].
This distance measure implements a Manhattan metric rather
than an Euclidean distance measure to further reduce the

number of numerical operations. The values dgrand dnn
may differ slightly, for example whexi(y) is not in the subset
Simulated annealing is used to find the optimal positions for theg w/', wheny is on the border of a Voronoi celann will be
codebook vectors in the featureasp. AVoronoi tessellations  an over-estimation of the mean next neighbour distance.
used to allocate equal numbers of data vectors to ea@ndlor

Cell. The combination of the codebook vectors and the dag 3, Set-Up of Identification and

distribution uniquely describe the speaker’s subspace, and form e - :

a model for the speaker (Figure 2). Verification Experlments

Eight sentences from each speakers@ 3 si and 3 sx
sentences) were used to create a model for the speaker. The
speaker models contain the complete set of mfcc vectors
extracted from the sentences and 10 codebook vectors. The test
sentences for identification and verification were always
different from the sentences in the speaker’'s model to ensure
text-independency. Both identification and verification
experiments were carried out on sets of all male (M), all female
(F), and mixed (M+F) speaker sets of varying size.

codebook vector

Voronoi cell

speaker’s subspace X

utterance’s subspace Y The two remainingx sentences from each speaker were used in

identification testing. In verification, a threshold value was set
so that the identity claim could be accepted or rejected. In order
to set this threshold, a “training” stage was performed, using a
set of 10 background speakers randomly selected from the
3.2. Feature Extraction speaker set. These 10 background speakers were different for
each speaker, and the remaining speakers in the set were used in
A speaker's utterance’ follows a trajectory through the the test set as imposters.
speaker’s subspaceé (Figure 2), where the utterance subspace
isY ={y,00%k = 1,...N}. Feature extraction is performed by The first sx sentence from the true and background speakers
calculating a similarity measure between the dataXsatd the were used to set the threshold where the number of false
test utterancer called the mean next neighbour distambe —acceptances (acceptance of an imposter) equals the number of
with false rejections (rejection of a true speaker). The sesand
sentence from the true and imposter speakers were used to test

Figure 2: The model for a speaker.



the threshold. An identity claim was accepted if thevalue
falls below the threshold and was rejected otherwise.

4. RESULTS

identified. If the speaker is correctly identified they are assigned
a rank of one, if not, the speaker is assigned a rank according to
the number of speakers who had a smallevalue than them.
Table 3 shows that the rank increases with an increase in the
number of speakers. There is more scope for incorrect
identification in a larger group of speakers. The rank is much
smaller for the longer utterance length, which is to be expected,
Table 1 shows the results for speaker identification using ttsince a longer utterance provides greater opportunity to capture
two sxsentences from each speaker individually. the characteristic features of a speaker.

4.1. Speaker Identification

Speaker | # speakers | #incorrect| Correct % speaker set| # speakers 1sentence 2 sentenges
Set M 112 1.000 1.000
M 112 0 100.00 F 56 1.009 1.000
F 56 1 99.11 M+F 168 1.003 1.000
M+F 168 1 99.70

M 326 12 98.16 M 326 1.044 1.003
= 136 5 98.16 F 136 1.037 1.007
M+E 462 17 098.16 M+F 462 1.043 1.004
M 438 16 98.17 M 438 1.048 1.006
F 192 7 98.18 F 192 1.034 1.007
M+F 630 23 98.17 M+F 630 1.044 1.006

Table 1 Identification results for one sentence Table 3: Mean rank of true speaker for one and two sentences

Four of the incorrect speaker identifications in the male 32§§nother performance measurement to evaluate the quality of

speaker set were caused by the same very short utterance Which, ;s measures the relative distance between the smallest and
contained an average of only 153 data vectors (correspondingyf@ second smallest mean next neighbour distances. Using one
0.75 seconds of sgch). It wasdund that the shorter sentencessetence for the 168 speaker subset, we found a value of 12.8%,

had a higher incorrect identification rate. and for the 462 speaker subset, 10.1%. This value is used as a

cgpfidence measure, and a larger percentage indicates that the

Two sentences were concatenated for the second set . e . L )
. o correct identification is more reliable. It is interesting to note
identification tests to explore the effect of a longer utteranc

length on identification accuracy (Table 2) tﬁat for the incorrect utterance identifications, we found a very
g y ' small value of 0.64% indicating that the incorrect identification

Speaker | # speakers | # incorrect| Correct % was caused by a speaker who was very similar to the true
speaker.

Set

M 112 0 100.00 4.2. Speaker Verification

F 56 0 100.00

M+F 168 0 100.00 Table 4 shows the results for speaker verification, and includes

M 326 1 99.69 the number of true and imposter speakers within eamimpgr

F 136 1 99.26

M+F 462 2 99.57 Speaker | #true | #imp Correct Correct

M 438 1 99.77 Set Accept % [ Reject %

F 192 1 99 .48 M 112 11312 98.2 98.0

M+F 630 2 99.68 F 56 2520 91.1 98.5
Table 2: Identification results for two sentences M+F 168 | 26376 99.4 97.7

M 326 | 102690 98.2 97.2

As the number of speakers was increased from 462 to 63Q.F 136 | 17000 94.9 95.4
speakers, the identification accuracy increased for both the oneM+*F 462 | 208362 98.5 96.9

sentence and two sentence experiments. Dersch [1] ahable 4: Verification results using random background speaker

Reynolds [6] found that females achieve a lower speaké&glection

identification accuracy than males. However our results show

that for the single sentence tests the female accuracy waéth in the male and mixed speaker groups, the correct
actually higher, but using the longer utterance length, thgcceptance rate is higher than the correct rejection rate. The
accuracy was distinctly lower for females. correct acceptance and rejection rates decreased with an

increase in speaker set size, with the exception of the female set.

The rank of the true speaker is a performance measure usegiherally we found that the female set results were much lower
indicate how accurately the true speaker was correctly
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