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ABSTRACT

Totally Speaker Driven Text to Speech System pro-
duces high quality and natural speech resembling the
acoustic and prosodic characteristics of the original
speech corpus. In the F0 contour control of this sys-
tem, an F0 contour of a whole sentence is produced
by concatenating segmental F0 contours generated by
modifying vectors that are representatives of typical
F0 contours. The representative vectors are selected
from the F0 contour codebook, which is designed so
as to minimize the approximation error between F0
contours generated by the proposed model and real
F0 contours extracted from a speech corpus. It was
con�rmed by experiments with Japanese speech cor-
pus that F0 contours can be modeled with small ap-
proximation errors by only 48 representative vectors,
and the synthetic speech sounded very natural and
resembled the prosodic characteristics of the original
speaker.

1. INTRODUCTION

Several automatic learning techniques that derive pa-
rameters of F0 contour control models from a speech
corpus have recently been proposed to improve syn-
thetic speech quality and naturalness [1][2]. While
these corpus-driven approaches have potential to pro-
duce fairly good speech quality, there is still a gap be-
tween what people expect from TTS and what these
conventional methods can deliver.

The authors have developed Totally Speaker Driven
Text to Speech System[3][4], where parameters of
an F0 contour control model and speech synthesis
units for a synthesizer are automatically derived from
a speech corpus in order to synthesize high quality
and natural speech that resembles the acoustic and
prosodic characteristics of the original speech corpus.
An F0 contour control model of the system is simple
to realize because only two parameters, a representa-
tive vector and an o�set level, are required for each
phrase. Local F0 contours are expressed by patterns
of the representative vectors which compose F0 con-
tour codebook, and a rough F0 contour of the whole
sentence is expressed by the o�set level of each phrase.
The F0 contour codebook is designed so as to minimize
the approximation error by a training method similar
to closed-loop training on vector quantization. Thus,
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Figure 1: Examples of representative vectors.

in spite of the simplicity, this model can precisely ap-
proximate F0 contours of real speech with only scores
of representative vectors. Moreover, vector selection
rule and o�set level prediction rule are also automati-
cally derived by statistical analysis using the result of
the codebook training.

2. F0 CONTOUR CONTROL MODEL

An F0 contour of a whole sentence is produced by con-
catenating F0 contours of phrases, which are called
segmental contours. The segmental contours are gen-
erated by modifying vectors that are representative of
typical F0 contours in the original speech. Figure 1
shows examples of representative vectors, which were
produced from a Japanese speech corpus. The verti-
cal and horizontal axes indicate logarithmic frequency
and mora respectively. The vectors are normalized as
the dimensions per mora is constant. If the number
of morae of a phrase is smaller than that of an rep-
resentative vector, only the front part of the vector is
used.

The process of generating segmental contours con-
sists of the following three phases:

1. A representative vector for each phrase is selected
from an F0 contour codebook.

2. Each mora of the representative vector is ex-
panded or contracted according to given duration.

3. The representative vector is translated on the log-
arithmic frequency axis.
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Figure 2: Training of an F0 contour codebook.

The representative vector selection and the prediction
of the o�set level are performed based on information
given by text analysis.

A representative vector c, an o�set level b and a
matrixD, which acts as expansion and/or contraction,
can describe a segmental contour p as follows:

p = Dc+ bi; (1)

where i represents the vector in which all the elements
are one.

3. TRAINING OF AN F0 CONTOUR
CODEBOOK

An F0 contour codebook is trained by using a segmen-

tal contour corpus and a duration corpus, which are

extracted from large speech corpus of a single speaker.

Figure 2 shows the process of the codebook training.

First, a segmental contour pij is generated by modi-

fying a representative vector ci so as to approximate

training data rj . This segmental contour generation

is performed for combinations of all the representative

vectors ci (i = 1; 2; � � �Nc) and all the training data rj
(i = 1; 2; � � �Nr). Secondly, approximation errors eij
are calculated between rj and pij . According to the

approximation error, the training data rj are grouped

to clusters Gi where each cluster is represented by ci.

Lastly, every representative vector is renewed so that

the total approximation error in each cluster is mini-

mized. This process is repeated until the sum of the

total approximation errors in all clusters converges.

3.1. Clustering

The approximation error eij between rj and pij is
de�ned as squared error:

eij = (rj � pij)
T (rj � pij) (2)

= (rj �Djci + biji)
T (rj �Djci + biji); (3)

where bij is the optimal o�set level that minimizes the
approximation error, and it is obtained as follows:

bij =
iT (rj �Djci)

iT i
: (4)

The training data rj are grouped to cluster Gi as fol-
lows:

Gi = frj jmin[e1j ; � � � ; enj] = eijg; (5)

where min[x1; � � � ; xn] indicates the minimum value
among x1; � � � ; xn.

When the sum of the total approximation errors con-

verges and the codebook training is �nished, the latest

optimal o�set levels bj = bij (j = 1; 2; � � �Nr; rj 2 Gi)

and the approximation errors eij (i = 1; 2; � � � ; Nc; j =

1; 2; � � � ; Nr) are stored as training data for represen-

tative vector selection and o�set level prediction de-

scribed below.

3.2. Codebook generation

The total approximation error in the cluster Gi is
represented by Ei:

Ei =
X
rj2Gi

(rj �Djci + biji)
T (rj �Djci + biji) (6)

The representative vector ci that minimizes Ei can be
obtained by solving the following equation:

@E

@ci
= 0 (7)

(
X

D
T
j Dj)ci =

X
D
T
j (rj � biji): (8)

4. REPRESENTATIVE VECTOR
SELECTION

From the codebook, a representative vector is selected
for each phrase to form the F0 contour for the whole
sentence. To select an optimal representative vector
for each phrase, each vector is evaluated in terms of
predicted approximation error, and a vector with the
minimal error is selected. The approximation error



is predicted according to grammatical attributes ob-
tained by text analysis using Quanti�cation Method
Type I. The predicted error êij is formulated as fol-
lows:

êij =
X
k

X
m

aikm�j(k;m); (9)

where �j() is the characteristic function:

�j(k;m) =

(
1 � � � if j-th sample falls into

category m of attribute k
0 � � � otherwise

:

(10)
The attributes which compose the function �j(k;m)
represent linguistic characteristics such as phrase
length, accent type, the part of speech and so on.
The coe�cients aikm of the prediction model are de-
termined so as to minimize

NrX
j=1

(eij � êij)
2
; (11)

where eij are real approximation errors that have been
obtained through training of the codebook.

5. OFFSET LEVEL PREDICTION

An o�set level is predicted for each phrase by the same
prediction model as the approximation error predic-
tion above. The coe�cients of the prediction model
are obtained by minimizing

NrX
j=1

(bj � b̂j)
2
; (12)

where b̂j are predicted o�set levels, and bj are the op-
timal levels that were employed for modi�cation of a
representative vector in training of the codebook.

6. EXPERIMENT

6.1. Data sets
A Japanese speech corpus uttered by one male pro-
fessional narrator was used for preparing a segmental
contour corpus and a duration corpus. The speech cor-
pus includes 866 sentences ( 6398 phrases ). F0 values
were automatically generated, and unvoiced portions
were �lled by interpolation. The interval between anal-
ysis point is 10.0 msec. Phoneme labels were produced
by HMM-based labeling system. Linguistic character-
istics for prediction of approximation errors and o�set
levels were extracted by text analysis and incorrect
data were manually corrected. The grammatical at-
tributes were composed of the undermentioned factors
of current, preceding and following phrases:

1. position of the phrase in the sentence.
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(a) position of current phrase in a sentence
(�rst/middle/last)

(b) current phrase length
(1/2/3/4/5/6/7/8/9/10/11/12)

(c) the phrase which current phrase connect to
(next/next but one/next but over one)

(d) the phrase which preceding phrase connect to
(next/next but one/next but over one)

Figure 3: Coe�cients of an o�set level prediction
model.

2. phrase length.

3. accent type.

4. stress.

5. the phrase which the current phrase connects
to.

6. the part of speech.

7. in
ection.

8. the connection between the preceding phrase
and the current phrase.

6.2. Experimental results
An F0 contour codebook, a vector selection rule and
an o�set level prediction rule were produced by the
proposed method. The F0 contour codebook was com-
posed of 48 representative vectors. Table 1 shows the
RMS errors between original F0 contours in training
data and those generated by the proposed F0 contour
control model with the optimal o�set levels. Figure 3
shows coe�cients of o�set level prediction model ac-
cording to factors with large contribution. RMS error
between the optimal o�set levels and predicted o�set
levels are given by cross validation as shown in table
2.

F0 contours of ten sentences, which were not in-
cluded in training data, were produced by the pro-
posed method, provided that results of text analysis
were correct. RMS error of these ten F0 contours was
0.270[oct]. Figure 4 shows one of the produced F0
contours.

To con�rm the validity of the proposed method, lis-
tening tests were carried out. Synthetic speeches of
seven sentences with proposed method and those with
conventional method[5] were produced by the same
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Figure 4: An example of an F0 contour((a)proposed method (b)original).

Table 1: Approximation errors.

with the optimal vectors 0.126 [oct]
with vectors selected by rule 0.167 [oct]

Table 2: Prediction errors of o�set levels.

training data 0.177 [oct]
test data 0.185 [oct]

Table 3: Results of listening tests.

preference score
naturalness test 84.3 %
individualities test 92.9 %

synthesizer. 5 subjects compared them on two lis-
tening tests. One was a preference test to evaluate
naturalness, and the other was a test where subjects
selected a synthetic speech that resembles the speech
synthesized with the original prosody from a viewpoint
of speaker individualities. Table 3 shows the results of
the tests.

7. CONCLUSION

The F0 contour codebook, representative vector se-
lection rule and o�set level prediction rule can be de-
signed so as to minimize approximation errors between
F0 contour of original speech corpus and produced F0
contours by the proposed method. The vector selec-
tion method is based on approximation error of each
vector and not selection rate of the optimal vector.
Therefore, the proposed method is so robust that vec-
tors with critical errors are hardly selected. It was
con�rmed by experiments with Japanese speech cor-

pus that F0 contours can be modeled with small ap-
proximation errors by only 48 representative vectors,
and vector selection and o�set level prediction were
relatively precise. Thus the synthetic speech sounded
very natural and resembled the prosodic characteris-
tics of the original speaker. It is possible to apply
the proposed method to other languages and other
speech styles because the F0 contour codebook, the
vector selection rule and the o�set level prediction rule
are automatically derived from speech corpus inde-
pendent of linguistic rules. Therefore, the proposed
method makes it easy to develop TTS system for a
new speaker.
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