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ABSTRACT

A method for determining articulatory parameters
from speech acoustics is presented. The method is based
on a search of an articulatory-acoustic codebook which is
designed from simultaneous observation data of articula-
tory motions and speech acoustics. The codebook search
employs dynamic constraints on acoustic behavior as well
as articulatory behavior. There are two constrains. One
of the constraints is use of spectral segments in the code-
book search and the other is use of the smoothness of ar-
ticulatory trajectories in the articulatory parameter path
search. The articulatory parameters are determined by
selecting the articulatory code vector in the codebook
which minimizes the weighted distance measure of seg-
mental spectral distance and squared distance between
succeeding articulatory parameters. An experiment was
conducted to evaluate the efficiency of both constraints
in determining of articulatory parameters by comparing
the estimated and the observed articulatory parameters.
The results show that an rms error between the estimated
and observed articulatory parameter was about 2.0 mm
on average, and the articulatory features for vowels and
consonants are recovered well.

1. INTRODUCTION

Acoustic-to-articulatory inverse problem for determin-
ing articulatory parameters from speech acoustics is char-
acterized by one-to-many mapping (Atal et al., 1978). In
order to uniquely determine an articulatory parameter
from speech acoustics, additional constraints on articula-
tory configuration and its dynamic behavior are required.

Schroeter and Sondhi (1992, 1994) presented a method
of inverse mapping based on an articulatory-acoustic
codebook search. In this method, the codebook was de-
signed from the articulatory-acoustic pair data which is
computed by using the geometrical articulatory and vocal
tract acoustic models and by selecting uniform samples
in an articulatory space because of a lack of quantita-
tive knowledge of articulatory distribution. They also
use continuity constraint on articulatory trajectories in
determining articulatory parameters from speech acous-
tics. The dynamic constraint was, however, limited to the

temporal smoothness of articulatory motions because of
a lack of quantitative knowledge about the actual artic-
ulatory temporal behavior.

In this study, we construct an articulatory-acoustic
codebook based on simultaneous observations of articu-
latory motions and speech acoustics. The use of observed
data gives static constraint on the articulatory configu-
ration (Hogden et al., 1996). We also introduce two dy-
namic constraints on the codebook search for determining
articulatory parameters: One constraint is a codebook
search using spectral segment matching between input
speech acoustics and the code vectors in the codebook.
Spectral segment behavior is a consequence of the tempo-
ral articulatory behavior; thus, spectral segment match-
ing implicitly gives dynamic constraint on temporal ar-
ticulatory behavior. The continuity of articulatory tra-
jectories is also used in the codebook search as an explicit
dynamic constraint on the articulatory behavior.

2. DETERMINATION PROCEDURE

The procedure for determining articulatory parame-
ters from speech acoustics is shown in Figure 1. The
procedure consists of the following three parts:

2.1. Articulatory-acoustic codebook

The articulatory-acoustic codebook is designed from
simultaneous observations of articulatory motions and
speech acoustics, which are taken from continuous speech
utterances. Articulatory parameters are represented by
the vertical and horizontal positions of multiple points
of articulatory organs. Spectral parameters are obtained
from recorded speech signals. The codebook contains pair
data of spectral segments and articulatory parameters as
shown in Figure 1. Each articulatory parameter is asso-
ciated with a spectral segment. The interval time of the
segment spans a fixed period before and after articulatory
timing. In this study, non-clustering of the observed data
was used in the codebook design and all of the training
samples were used as code vectors.
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Fig.1. Procedure for articulatory parameter
determination.

2.2. Codebook search using spectral
segment matching

To estimate the articulatory parameters, we first trans-
form a given input speech signal into a spectrum se-
quence. Second, each spectral segment of the sequence is
compared with the code spectral segments in the code-
book in every frame, and the spectral segment distance
is computed. Then, a fixed number of candidates of ar-
ticulatory parameters are selected from the articulatory-
acoustic pair code vectors in order of increasing spectral
segment distance. Thus we obtain candidate sequences
of articulatory parameters.

2.3. Path search among the candidates
of articulatory parameters

Among the candidate sequences selected in the code-
book search, we search for an articulatory parameter path
which minimizes the weighted distance-measure defined

by

(C(g}i;(t))ztj{Ds(cs(t), e() +w- Da(w(t—1), x(t)},

where (c(t), z(t)) is a candidate code vector, (cs(t)) is
the spectral segment of an input speech signal, D, is the
average spectral distance on the spectral segment, D, is
the squared distance, w is a weight, and ¢ is the time.
Minimizing the squared distance D, between succeeding

candidates of articulatory parameters introduces smooth
trajectories of articulatory motions. The weighted dis-
tance measure reflects both the acoustical distance and
the smoothness of articulatory motions of the sequences.

The path sequence of the articulatory parameters
which will minimize the weighted distance measure is ob-
tained by finding the optimum solution using a dynamic
programming method.

A codebook search using spectral segment match-
ing together with an articulatory parameter path search
based on trajectory smoothness reduces ambiguity in
acoustic-to-articulatory mapping.

3. EXPERIMENT

3.1. Data and experimental conditions

We conducted an experiment in order to evaluate the
method. In the experiment, an articulatory-acoustic
codebook was constructed from simultaneous observa-
tion of articulatory motions and speech acoustics us-
ing an electro-magnetic articulograph (EMA) (Kaburagi
and Honda, 1994). The procedure of simultaneous
articulatory-acoustic observations is shown in Figure 2.

The articulatory data was collected using EMA at a
sampling rate of 250 Hz. The articulatory data repre-
sents the vertical and horizontal positions of nine points,
which were on the lower jaw, the upper and lower lips, the
tongue, the velum and the Adams apple for larynx height
monitoring. A speech signal was simultaneously recorded
and sampled at 8 kHz. Then 30 LPC cepstral coefficients
were obtained from it as speech acoustical parameters.

Simultaneous articulatory-acoustic observations were
made for 354 sentences spoken by a Japanese male. The
articulatory-acoustic codebook was designed from the
data of 338 sentences randomly selected among the 354.
The remaining data of 16 sentences were used as test data
for the evaluation of the method. The codebook contains
222894 articulatory-acoustic pair data.

In the experiment, the interval time of spectral seg-
ments was tested in a range of 4 ms (single frame) to 320
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Fig.2. Simultaneous articulatory and acoustic
observations.



ms. The weight value of the distance measure used in
the articulatory path search was also tested in a range
of 0.001 to 1. The number of candidates of articulatory
parameters for the path search was fixed at 100. The
estimated articulatory parameters were smoothed using
FIR low-pass filter at a cut off frequency of 10 Hz in the
final step.

3.2. Results

First, we tested the estimation error of the articulatory
parameters in terms of the interval time of the spectral
segment in the codebook search. Figure 3 shows the av-
erage rms error of the estimated articulatory parameters
for the test data as a function of the segment interval for
two methods: codebook searches with and without the
continuity path search. Here, the segment interval of 4
ms corresponds to single frame spectral matching in the
codebook search. The use of spectral segments in a code-
book search is more efficient for reducing the error than
is possible in the single spectral matching for both meth-
ods. The error shows the minimum value at segment
intervals of 160 ms and 200 ms for each method. The
segment interval of 160 ms corresponds to the interval
of a triphone at the normal speed utterance. Moreover,
the minimum error for the method without path search
is slightly better than that for the method with the sin-
gle frame spectral matching and the path search. This
means that the the codebook search based on the tem-
poral patterns of speech acoustics is efficient for reducing
the ambiguity in acoustic-to-articulatory inverse mapping
by employing an implicitly dynamic constraint on artic-
ulatory temporal behavior. The continuity constraint of
articulatory trajectories in addition to a spectral segment
codebook search provides additional improvement in the
estimation accuracy.

Figure 4 shows the effect of the weight value of the
weighted distance measure on the estimation error. In
this case, the segment interval is at 160ms. The error
shows a minimum value for the weight value of 0.01.

The estimated articulatory trajectories and the spec-
tral pattern for the test sentences are shown in Figure 5
(on the next page) as compared with the measured ones.

35 (mm)

—— Cjodebook search without E)ath search

3 —&— éodebook search with pat§h search

25 \ /

X

h
2 e Sy S
04 80 160 240 320
Interval (ms)

RMS error
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Fig.4. Average estimation error as a function of the
weight value of the weighted distance measure.

The estimated articulatory trajectories capture features
of actual articulatory behavior well for not only vowels
but also for most consonants. The consistent features
of the primary articulator for consonants such as labial
closure for labial consonants and tongue tip closure for
alveolar consonants are recovered well in the estimated
articulatory parameters. The spectral error between the
estimated and measured spectra in this example is 1.70
dB on average. This means that speech can be synthe-
sized from the estimated articulatory parameters using
articulatory-acoustic codebook with a little perceptual
degradation.

Figure 6 summarizes the estimation error. In this fig-
ure, ’ALL’ shows the rms error averaged over all articula-
tory parameters and the entire test data, and "VOWEL’
to "'NASAL’ show the rms error averaged over particular
primary articulatory parameters and articulatory timing
instants. For example, the errors in ’Labial’ and ’Alve-
olar’ are evaluated only for the lip parameters and the
tongue tip parameters, respectively. The total average
error is 2.09 mm. The error is relatively small for labial,
alveolar and nasal consonants, but large for velar conso-

nants.
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Fig.6. Average rms error of estimated
articulatory parameters.

4. CONCLUSION AND
DISCUSSION

We have presented a method for recovering articula-
tory motion from speech acoustics. A codebook search
using spectral segment matching together with the conti-
nuity constraint on articulatory trajectories is efficient for
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Fig.5. Comparison of the estimated articulatory parameters and spectra with the observed ones. The
thick lines are the estimates and the thin lines are the measured ones.
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