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G-liaisons are rare. Liaison strongly depends on a complex
ABSTRACT interaction involving orthography, syntax, semantics and other
o factor [7][8][9]. Constructing a complete set of formal rules for
In French the pronunciations of many words change |igison is very difficult as there are many exceptions and
dramatically depending on the word immediately preceding it giglectal variations and quite often the usage contradicts the

The result of this phenomenon, known as *“liaison”, in an ASRyma) ryles. However, as a first approximation we can say that:
system that does not model “liaison” is the requirement of

unnatural pronunciation and much user dissatisfaction. W& a word's spelling ends with a non-pronounced consonant c,
present, in this paper, the development of an acoustic modehere ce {(s, X, z), n, r, (t, d), p, g}, and the following word
which takes into account the wide variability of wordstarts with a vowel-like sound then a liaison phone L can be
pronunciations caused by the liaison, the integration of thisserted in front of the second word, where {Z, N, R, T, P,
model into a French continuous speech recognition system a@#

decoding results.

1. INTRODUCTION Ending consonant | Generated phones Example
S, X, Z 1Z/ Mes (Z) amis

In some languages, such as French, a phenomenon occurs at n IN/ Un (N) ami
word junctions that can cause significant changes in r IR/ Premier (R) ami
pronunciation. This phenomenon, generally referred to as t d T/ Petit (T) ami
“liaison”, allows the optional insertion of a phone between some p P/ trop (P) amis
pairs of words [10]. For example, in the French phrase “les deux g G/ Long(G) et difficile
a la fois", a Z phone can be optionally inserted between “deux™

and “a”. The word sequence “deux & can be pronounced @gble 1: Phones generated when a liaison occurs.

either /D AX AA/ or /D AX Z AA/ (The phones are represented ) ] B

in the widely used ARPABET). In our terminology we say thafVen to this rather S'mpl‘? ”_”e’ we must add some ad‘_j't_"_mal
“deux” generates a Z-liaison and that “a” accepts a liaison. fiyles to handle words beglnnlng with the letter h Worc_j initial
many contexts, the speaker is free to either pronounce the liaidgfer " is always silent, and all words beginning with “h”
or not and is also free to either pause between liaisonable woRfYe @ vowel sound at the beginning. However, some words
or not. There is, however, a natural tendency on the part of m&&grting with “h” accept liaison, others don't. There are no simple
speakers to carry the liaison over into the next word even if"gles for this and dictionaries explicitly identify whether a word
pause is made between the words. Thus, a speaker is more |ikaé;9epts liaison or not. Liaison can be handled by adding extra
to pronounce “deux & as /D AX silence Z AA/ rather than joPhonetic transcriptions in the pronunciation dictionary. There are
AX Z silence AA/, i.e. insert the /Z/ after the silence rather thafv0 Obvious ways to do this. The first method would be to create
before the silence. In our early discrete speech recogniti(%tra_phonetlc trgr_lscrlptlons fo_r the words that accept liaison _by
systems for French, no liaison was allowed and speakers wéigerting each liaison phone in front of the normal phonetic
expected to pronounce all words without any liaison. ThEanscription. In this case, fo_r each |I§I59n acceptor word, we
inconvenience of being forced to omit liaison was one of th_@ave to create 6 new phonetic transcriptions. This substantially

most frequent complaints from users. For continuous speellfréases the size of the pronunciation dictionary. A second
recognition in French, modeling liaison is a necessity. method would be to create extra phonetic transcriptions for

liaison generator words by inserting the generated liaison phone

at the end of the current phonetic transcription. In this case, for

each liaison generator word, we have to create one new phonetic

2.METHOD FOR MODELING LIAISON transcription. This solution increases the size of the dictionary

. ) much less but doesn't take into account the natural tendency to
As shown in Table 1’_ I_:rench has 6 different phone§ that Can_?grry the liaison over into the next word. Our solution consists
generated when a_llalson occurs. The wqrd endings CauSififlancoding liaison information into the pronunciation dictionary
these phones to be inserted are also shown in Table 1. The P afifl, t adding new phonetic transcriptions. Two types of liaison



information are identified for each word. Consequently, two the individual's speaking [1][4]. Thus, in a speech recognition

flags are set for each word indicating the presence or absence of  system, liaison must be optional and the recognizer must be
the two liaison characteristics. The first is a “generating liaisorguided by the acoustic signal to decide whether liaison was or
flag, which specifies whether or not the word generates a liaisomas not used in each instance. In our current system two
and if so, which of the 6 phones is generated. The second isamoustic matches are performed: a fast match and a detailed
“accepting liaison” flag, which specifies whether or not the wordnatch. The fast match filters the total vocabulary down to a

accepts a liaison at its beginning. The “accepting liaison” flaghort list of reasonable candidate words based on a simplified
allows the handling of exception words which start with acoustic model. The language model is used to further prune this

vowel-like sound but do not accept liaison. list. Detailed matches are performed for the words in the pruned
list. In order to reduce the computational cost and to obtain a fast
3. SYSTEM DESCRIPTION response time, we use a “megaphone” to model liaisons at the

) ) ) fast match level. The “megaphone” is defined to be the phones
Essential aspects of the system used in the experiments hgig/N/ R/ /T/ /P/ IG/ in parallel. Since liaison is optional a null

have been described earlier [2][3]. We summarize below teynsition is also added in parallel Figure 1. When computing
important elements of the system and point out thgg match score, every liaison-accepting word is prefixed with

enhancements that have been introduced for French. The featyyg “megaphone”. The “megaphone” probability is computed as
extraction technique uses differences in the cepstral vectqggiows:

between frames to model the dynamics of speech as described in

[6]. The system uses different acoustic models for sub-phonetierob (megaphone)= max prob (L)el{Z, N, R, T, P, G, null}
units in different contexts. The context dependent classes are
identified by growing a decision tree from available training data
[3] and the acoustic vectors that characterize the training data at
the leaves are modeled by a mixture of gaussian densities with
diagonal covariance matrices. The HMM's used to model the
leaves are simple 1-state models, with a self-loop and forward
transition. The training procedure assumes that we have an
initial speaker independent training that can be used to bootstrap
the procedure. We begin by making, for each training utterance,
the particular pronunciation of each word and also the presence

of silence between words. The training data is then aligned il L

against these scripts using a Viterbi algorithm, giving us the

class label (transition within the phonetic HMM to which the M EY <sil> AA M IH
vector is aligned) to each feature vector and the phonetic
context. Decision networks are then constructed using the
training data, one for each class label. The training data at each
terminal node is then used to determine a mixture of gaussian
densities with diagonal covariance. This is done by first
clustering the feature vectors and refining the models using the Figure1: The “megaphone” for the fast match.
forward-backward training algorithm. The number of mixture

components is variable and an upper bound is often imposed.

The language model is a mixture of a word trigram model and Bhus, during the fast match, it is assumed that all liaison phones
class based trigram model [5]. The classes are only relatedc@n occur, independent of what liaison phones can actually be
nouns, adjectives, verbs and adverbs. The words belonginggenerated by the previous word. This situation is remedied in the
two different classes, like “adresses” (address) that can be eitig@tailed match, where the exact acoustic match for a word
a noun or a verb, are merges into a same class: noun-verb. Eaefiuence is computed. As shown in Figure 2, in the detailed
spelling is associated to only one class and consequently match, if the current candidate word accepts liaison we
tagging is needed when computing class sequence probabilitidgtermine whether the preceding word is a liaison generator. If
For our continuous speech recognition system, we currently use, the “megaphone” is replaced with only the appropriate
610 classes. The mixture of word and class based trigrdiaison phone in parallel with a null transition. If the current
models provides not only a better accuracy but also moweord does not accept liaison, then the “megaphone” is removed.
“acceptable errors™ the class based trigram model frequently

corrects grammatical errors especially on poorly trained words

(most of singular and plural are homophones in French, number

of conjugated verbs too).

4. LIAISONSIN THE RECOGNITION
PROCESS

Liaison cannot be imposed as a requirement upon the speaker,
since the use of liaison in the language is optional according to

mes amis



number (in percent) of liaisonable and liaisoned words found
into two different corpora. The corpus “PhoR" contains 6,500
sentences of phonetically rich sentences extracted from the
SpeechDat data base [11]. The “PhoR” sentences have been
A A recorded by a set of 990 different speakers. The corpus “SonrP”
contains 20,000 sentences randomly extracted from a large
corpus of general business domain. No constraint on phone

nuil L coverage has been applied to select the 20,000 sentences. The

“SonrP” sentences have been recorded by a set of 1,130 different

Z > < ’ the word has been liaisoned. The Table 3 shows the average

? generating liaison flag accepting liaison flag ?

M EY <sil> AA M IH speakers. The Table 4 shows the average number (in percent) of
sentences of those corpora containing 0, 1, 2, ... liaisonable (and
mes amis = —0 | liaisoned) words.
) o ] ] ) Corpora SonrP PhoR
Figure 2: Liaison modeling during the detailed match. % Li-able words 6.77 6.80
% Li-ed words 2.40 2.55
% Li-ed / Li-able 35.55 37.60

5. EXPERIMENTAL RESULTS
The flags have been determined by the use of a set of 300

Table 3: Liaisonable and liaisoned words distribution.

ordered rules which involve conditions on the left and right SonrP PhoR
spelling context, grammatical condition (Gram) and phonetic Li-able Li-ed Li-able Li-ed
condition (Pho). The first row of the Table 2 describes arule for X M M M M
the adverbs ending by the letter "z". In this case the phonetic 0 33.90 66.29 39.62 69.04
condition, the right and the left contexts are empty, the 1 32'77 26.5 4 33.69 5 4'73
grammatical condition is ADV for adverb. The phonetic 5 20'49 6 '11 16.99 5 '35
condition is used when we don't want to generate a liaison if the ’ : ; .
. L 3 8.40 0.95 6.24 0.70

phonetic transcription of the current word aready ends by a
L 4 3.18 0.08 2.37 0.15
liagison sound. For example, the second row of the Table 2

. . .o T 5 0.94 0.01 0.70 0.01
describes a rule for the words ending by the letters "er”. This 6 024 0.00 0.30 0.00
rule generates an R-liaison-flag except when the phonetic = 0'06 0'00 0'04 O'OO
transcription of the word ends by an R sound. According to this : : : :
rule the word "inter" doesn't generate aliaison. 8 0.00 0.00 0.01 0.00

Table 4: liaison (able/ed) words frequency.

Ending Gram Pho Flag Example X = number of liaison (able/ed) _ v_vords per sentence,

consonant M = percentage of sentences containing X liaison (able/ed)
words over the total number of sentences.

z ADV Assez

er IR/ IR/ Premier According to Table 3 and Table 4, there is no big differences on

er SUBS Papier liaison frequency distribution over the two corpora even if they

Table 2: Example of generating-liaison-flags rules. have been build in a very different way. Only a few words are

liaisonable, and even fewer are liaisoned. But almost one
sentence out of three contains at least one liaisoned word. This
number is highly speaker-dependent. The Table 5 shows the
more frequent and the more frequently pronounced liaisons.
According to the corpus, 36 to 38%, of the predicted liaisons are
o pronounced. The most frequent liaison is Z; followed by N, T,

annotated by the left context liaison. For example, the word 5 R The best predicted liaison is the N-liaison: 61 to 64% of
sequence “mes amis” (my friends) is replaced by “mes Z-amiye N_predicted-liaisons are pronounced when only 34 to 37% of
The liaisonable words have two different sets of phonetigs 7 yredicted-liaisons are pronounced. One could improve the
transcriptions, one without liaison and one with the appropriatg,; of ryles in order to make a better prediction of the liaisons by
liaison phone on the front of its phonetic transcriptions. “Zadding more specific rules. But as the liaison phenomenon is

amis” can be pronounce either /AA M IH/ or /Z AA M IH/. gneqrer dependent, the best could be to adapt liaison prediction
Then, at the beginning of the training procedure, when maqug each speaker.

for each utterance, the particular pronunciation of each word, the
appropriate pronunciation for these liaisonable words will be

selected according to what the speaker really said. When the
selected pronunciation contains a liaison phone one can say that

To handle the liaisons during training, first we tagged our
training data to determine where a liaison can be pronounced.
This was done automatically using the set of 300 ordered rules.
Each word that can accept a liaison has been replaced into the
training scripts by a liaisonable word, which is the current word



SonrP PhoR
Liaison Li-able Li-ed Li-able Li-ed
Y4 55.89 20.50 54.19 18.51
N 8.55 521 10.98 7.05
R 6.01 0.49 5.55 0.60
T 29.45 9.30 28.97 11.35

Table 5: Percentage of each type of liaison over the
total number of liaisons.

We carried out the experiments on a large vocabulary task (65k
words general business task vocabulary). The training data
consisted of 160,000 sentences from 900 French spesakers. A
total of 30,000 gaussians were used. Each context dependent
HMMs was modeled with a maximum of 14 gaussians. During
decoding, the liaisons are handled as described in the previous
sections. The test data consisted of 921 words per speaker from
10 speakers. 0.33% of the test words are out of the vocabulary.
Ignoring the out of vocabulary words, the test perplexity was
about 300. No instructions were given to the speskers. They
were free to either pronounce the liaison or not. 8.4% of the test
script words are lisisonable. The performance of the French
continuous speech recognition system was evaluated both with
and without liaison modeling. We used 100 sentences to adapt
the acoustic models to each test speaker.

Handled liaison WER Gain RT

No liaison modeling 9.51 00.00 100.00
Z liaison modeling 6.27 34.06 99.33
Z, N liaison modeling 6.08 36.06 100.11
Z, N, R liaison modeling 6.03 36.59 100.22
Z,N, R, T liaison modeling 5.90 37.96 100.99

Table 6: Percentage of WER, gain, normalized real time ratio
(RT) with and without liaison modeling.

The Table 6 shows the word error rate (WER) when the test

script is decoded using no liaison modeling, just a Z-liaison
modeling, a Z- and N-liaison modeling, etc... There is a
significant gain in performance if the acoustic models are
adjusted to properly model liaison without any impact in speed.
The test script contains in average 28 liaisoned words. The gain
in error rate when liaisons are modeled is 38%, meaning 34
corrections of word errors. Consequently, modeling liaisons not
only improves the recognition rate on liaisoned words, but
avoids also errors on the neighborhood of liaisoned words. This
method was first designed for French liaison, but could be apply
to other strong co-articulation phenomenon, in French (for
example, to handle multiple pronunciations of the word “y”) but
also in other languages. In English, “you or | can be
pronounced /Y UW W AO R AY/ (W-liaison and R-liaison),
“the other” can be pronounced /DH IY Y AH DH AX/ (Y-
liaison), “an apple” can be pronounced /AE silence N AE P AX
L/ (silence shifts to non-word boundary). However, as shown in
[5] for discrete speech, this method introduces phonetic
ambiguities that can increase the number of errors if the speaker
doesn't pronounce any liaison (which is almost impossible in
French). A tradeoff needs to be found between the gain due to
the strong co-articulation modeling and the loss due to the
introduction of phonetic ambiguity.
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