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ABSTRACT

Radio and television broadcasts consist of a continuous
stream of datacomprised of segments of different linguistic
and acoustic natures, which poses challenges for transcrip-
tion. In this paper we report on our recent work in tran-
scribing broadcast news datg[2, 4], including the problem
of partitioning the data into homogeneous segments prior
to word recognition. Gaussian mixture models are used to
identify speech and non-speech segments. A maximum-
likelihood segmentation/clustering process is then applied
to the speech segments using GMMs and an agglomera
tive clustering algorithm. The clustered segments are then
labeled according to bandwidth and gender. The recog-
nizer isa continuous mixture density, tied-state cross-word
context-dependent HMM system with a 65k trigram lan-
guagemodel. Decodingiscarried out inthreepasses, witha
final pass incorporating cluster-based test-set MLLR adap-
tation. The overall word transcription error on the Nov’ 97
unpartitioned evaluation test data was 18.5%.

1. INTRODUCTION

In this paper we report on our recent work in transcribing
broadcast news shows[2, 4], and work addressing the prob-
lem of partitioningthe datainto homogeneous segmentsfor
further processing. Radio and television broadcasts contain
signal segments of various linguistic and acoustic natures
ranging fromwell prepared speech of newsanchorsto spon-
taneous speech from unknown callers or interviewees. The
signal may be studio quality or have been transmitted over a
telephone or other noisy channel (ie., corrupted by additive
noise and nonlinear distorsions), or may contain speech
over music. The transition between segment types can
be gradual, such as when there is background music with
changing volume, or abrupt when switching between speak-
ers in different locations. Speech from the same speaker
may occur in different parts of the broadcast, and with dif-
ferent channel conditions. Transcription of thistype of data
poses challenges in dealing with the continuous stream of
data under varying conditions.

When the acoustic conditions are unknown unsupervised
adaptation techniques can be effective in improving per-
formance. Such methods are more effective as the amount
of adaptation data increases, therefore it is of interest to
cluster segments from the same speaker and condition. The
goal of datapartitioningisto dividethe acoustic signal into
homegenous segments, and to associate appropriate labels
with the segments.

2. DATA PARTITIONING

The segmentation and labeling procedure introduced in [4]
is shown in Figure 1. First, the non-speech segments
are detected (and rejected) using Gaussian mixture mod-
els (GMMs). Three GMMs each with 64 Gaussians serve
to detect speech, pure-music and other (background). The
acoustic feature vector used for segmentation contains 38
parameters. It isthe same as the recognition feature vector
except that it does not include the energy, athoughthedeta
energy parameters are included. The three GMMs were
each trained on about 1h of acoustic data, extracted from
thetraining data after segmentation with the transcriptions.
The speech model was trained on data of all types, with the
exception of pure music segments and the silence portions
of segments transcribed as speech over music. These mod-
els are expected to match all speech segments. The music
model was trained only on portions of the data that were
labeled as pure music, so as to avoid mistakenly detect-
ing speech over music segments. The silence model was
trained on the segments labeled as silence during forced
alignment, after excluding silences in segments labeled as
containing speech in the presence of background music.
All test segments labeled as music or silence are removed
prior to further processing.

A maximum likelihood segmentation/clustering iterative
procedure is then applied to the speech segments using
GMMs and an agglomerative clustering algorithm. Given
the sequence of cepstral vectors corresponding to a show
(21,...,27), the godl is to find the number of sources
of homogeneous data (modeled by the p.d.f. f(-|A;) with
a known number of parameters) and the places of source
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Figure 1: Partionning algorithm.

changes. The result of the procedure is a sequence of
non-overlaping segments (s1, ..., sy) with their associ-
ated segment cluster labels (¢, . . ., e ), Wheree; € [1, K]
and K < N. Each segment cluster is assumed to repre-
sent one speaker in a particular acoustic environment. In
absence of any prior knowledge about the stochastic pro-
cess governing (K, N)) and the segment lengths, we use as
objective function a penalized log-likelihood of the form

N
> log f(si|Ac,) — aN — BK
i=1

where« > 0and 5 > 0. Theterms o N and K, which
can be seen as segment and cluster penalties, correspond
to the parameters of exponentia prior distributionsfor N
and K. Itiseasy to prove that starting with overestimates
of N and K, dlternate Viterbi reestimation and agglomera-
tive clustering gives a sequence of estimates of (K, N, Az)
with non decreasing values of the objective function. In
the Viterbi step we reestimate (V, A;) so as to increase
> 100 f(si]A.,) — aN (i.e. adding a segment penalty «
in the Viterbi search) whereas in the clustering step two
or more clusters can be merged as long as the resulting
log-likelihood | oss per mergeislessthan 3. Thisagorithm
stopswhen nomergeispossible. A constraint onthecluster

sizeisaso used to ensure that each cluster corresponds to
at least 10s of speech. (Recall that the previoudly rejected
non-speech segments are not considered here.)

For single Gaussian models the merging criterion is easy
to implement since the log-likelihood loss can be directly
computed from the sufficient statistics of the correspond-
ing segments[5, 7]. In the more general case of Gaussian
mixtures, there are no sufficient statistics and there is no
direct solution to compute the resulting mixture and/or the
log-likelihood loss. We can envison estimating the new
mixture from the data but thisis a costly procedure. An-
other solution that we adoped for thiswork isto modify the
objective function, replacing the likelihood function by the
complete data likelihood of the Gaussian mixtures and ex-
tending the maximum likelihood clustering method to the
Gaussian level. To estimate thelog-likelihood loss for two
Gaussian mixtures, we simply have to compute the sum of
thelog-likelihoodlosswhileclustering the Gaussians of the
2 mixtures (until we get the desired number of Gaussiansper
mixture). We have used 8 mixture components per cluster,
so to compute the log-likelihood loss induced by merging
two clusters agglomerative clustering is performed starting
with 16 Gaussians until 8 Gaussians are | eft.

The processisinitialized using asimple segmentation a go-
rithm based on the detection of spectral change (similar to
thefirst step usedinthe CMU’ 96 system[8]). Thethreshold
is set so as to over-generate segments. Initialy, the clus-
ter set consists of a cluster per segment. This isfollowed
by Viterbi training of the set of GMMs (one 8-component
GMM per cluster). This procedure is controlled by 3 pa
rameters: the minimum cluster size (10s), the maximum
log-likelihoodlossfor amerge («), and the segment bound-
ary pendty (). When no more merges are possible, the
segment boundaries are refined using the last set of GMMs
and an additional relative energy-based boundary penalty,
within a 1s interval. This is done to locate the segment
boundariesat silence portions, so asto avoid cutting words.
Speaker-independent GMMs corresponding to wideband
speech and telephone speech (each with 64 Gaussians) are
then used to label telephone segments. Thisisfollowed by
segment-based gender identification, using 2 setsof GMMs
with 64 Gaussians (one for each bandwidth). The result of
the partitioning process is a set of speech segments with
cluster, gender and tel ephone/wideband labels.

3. TRANSCRIBING PARTITIONED BN DATA

The word decoding procedure is shown in Figure 2. For
acoustic modeling, cepstral parameters are derived from
a Mel frequency spectrum estimated on the 0-8kHz band
(0-3.5kHz for telephone speech models) every 10mg[2, 3].
For each 30msframethe Mdl scale power spectrumis com-
puted, and the cubic root taken followed by an inverse
Fourier transform. The LPC-based cepstrum coefficents
are normaized on a segment cluster basis using cepstral
mean remova and variance normdization. Each resulting



cepstral coefficient for each cluster has a zero mean and
unity variance. The 39-component acoustic feature vec-
tor consists of 12 cepstrum coefficents and the log energy,
along with thefirst and second order derivatives.

Prior to decoding, segments longer than 30s are chopped
into smaller piecesso asto limit thememory required for the
trigram decoding pasg 2]. To do so abimodal distributionis
estimated by fitting amixture of 2 Gaussianstothelog-RMS
power for all frames of the segment. This distribution is
used to determine locationswhich are likely to correspond
to pauses, thus being reasonabl e places to cut the segment.
Cuts are made at the most probable pause 15s to 30s from
the previous cut.

Word recognition is performed in three steps: 1) word
graph generation, 2) trigram pass, 3) cluster-based acoustic
model adaptation. Theword graphisgenerated usinga65K
word bigram backoff LM. This step uses a gender-specific
sets of position-dependent triphones with about 8500 tied
states and a small bigram LM (about 2M bigrams). Differ-
ents acoustic models are used for telephone and wideband
segments.  The sentence is then decoded using the word
graph generated in the first step with alarge set of gender-
dependent acoustic models (position-dependent triphones
with about 11500 tied states) and a 65K word trigram
LM (including 8M bigrams and 16M trigrams). Finally,
unsupervised acoustic model adaptation (both means and
variances) is performed for each segment cluster using the
MLLR technique, prior to the last decoding pass with the
adapted models and the trigram LM. The mean vectors are
adaptated using a single block-diagonal regression matrix,
and a diagonal matrix is used to adapt the variances.

Two sets of gender-dependent acoustic models have been
built using MAP adaptation of Sl seed models for each
of wideband and telephone band speech. These models
were trained on about 80 hours of transcribed broadcast
news data from a variety of television and radio shows.
The bigram and trigram language models were trained on
newspaper texts (the 1995 Hub3 and Hub4 LM materia —
155M words), on the broadcast news (BN) transcriptions
(years 92-96, 125M words), and the 866K words in the
transcriptions of the 95-96 acoustic training data. The BN
transcriptions were processed in order to be homogeneous
withthe previoustexts, and filler words mapped to aunique
form. After transforming the training texts to be closer to
the observed American reading style, they were processed
in order to add a proportion of breath markers (4%), and
of filler words (0.5%)[2]. Cross sentence trigram counts
were added to the within sentence trigram counts before
estimating the LM parameters.

The recognition vocabulary contains 65,252 words and
72,788 phone transcriptions. The vocabulary selection and
language models have been optimized on the 1996 Hub-4
FO and F1 evauation test set. The OOV rate is 0.66% on
the 1996 Hub-4 dev test data and 0.97% on FO-F1 part of
the Nov’ 96 eval test set. Pronunciationsare based on a 48

Audio Stream
with Partition Map

Cepstral Mean and
Variance Normalization
for each Segment Cluster

:

Chop into Segments
Smaller than 30s

:

Generate Small Acoustic
Word Graphs and Bigram Models

l

3-gram Decoding

l

Unsupervised Cluster
Adaptation with MLLR
& 3-gram Decoding

Final Transcription

Figure2: Word decoding.
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phone set (3 of them are used for silence, filler words, and
breath noises). The filler and breath phones were added
to model these events, which are relatively frequent in the
broadcast data and are not used in transcribing other lexi-
cal entries. A pronunciation graph is associated with each
word so asto alow for alternate pronunciations, including
optional phones. Frequently occuring inflected forms were
verified to provide more systematic pronunciations. The
lexicon contains the most common 1000 acronyms found
in the training texts, and compound words to represent fre-
guent word sequenceg[2]. This provides an easy way to
allow for reduced pronunciations.

4. EXPERIMENTAL RESULTS

For development data we used the dev96 and eval 96 data
sets.  In this paper we report results on the eval96 and
eval 97 test sets. In order to evauate the partitioning qual -
ity, we compare the segmentation error at the frame level
(similar to [6]) to thetest datatranscriptionsfor 4 half-hour
shows (eval96). The NIST transcriptions of the test data
contain segments that were not scored, since they contain
overlapping or foreign speech, and occasionaly there are
small gaps between consecutive transcribed segments. We
therefore relabeled all excluded segments as speech, music
or other background.

Table 1(top) shows the segmentation frame error rate and
speech/non-speech errors for the 4 shows. The average
frame error is 3.7%, but is much higher for show 1 than for
theothers. Thisisduetoalongand very noisy segment that
wasdeleted. Averaged acrossshowsthegender labeling has
al%frameerror. Inadditiontothese errors, thereare 6.2%



Show 1 2 3 4 Avg
Frame Error 7.9 23 33 23 37
M/F Error 04 0.6 0.6 22 10
#epkrs/#clusters  8/10 12/17  14/21 20/21 -

ClusterPurity 995 932 969 949 959
Coverage 876 710 780 811 787

Table 1: Top: Speech/non-speech frame segmentation error (%),
using NIST labels, where missing and excluded segments were
manually labeled as speechor non-speech. Bottom: Cluster purity
and best cluster coverage (%).

Testset Corr Sub Dd Ins  Err
eval 96 778 154 69 31 253
eval97* 84.1 124 35 25 185

Table2: Word error ratesfor of unpartitioned evaluation on 1996
and 1997 eval test data. (* Official NIST score).

female speech frames deleted (largely due to the same seg-
ment) and 1.7% of the male frames deleted. The bottom of
Table 1 shows measures of the cluster homogeneity. The
first entry givesthe total number of speakers and identified
clusters per file. There are more clustersthan speskers, asa
cluster can represent a speaker in agiven acoustic environ-
ment. We define the cluster purity to be the % of framesin
thegiven cluster coming from the most represented speaker
inthe cluster. (A similar measure was proposed in [1], but
at the segment level.) The table shows the weighted av-
erage cluster purities for the 4 shows. When clusters are
impure, they tend to include speakers with similar acous-
tic conditions. The “best cluster” coverage is a measure
of the dispersion of a given speaker’s data across clusters.
We averaged the percentage of datafor each speaker inthe
cluster which has most of hissher data. There is a large
variance in the best cluster coverage across speakers. For
most speakers, asingle cluster covers essentialy al frames
of their data. However, for some speakers for whom there
isalot of datawe have observed that the speaker is covered
by two clusters, with comparable amounts of data

In Table 2 we report word recognition results on the eval 96
and eva 97 data sets. The high deletion rate on the eval 96
datais mainly dueto 2 very noisy speech segments which
were classified as non-speech. (Thistype of error was less
frequent on the eva 97 data which was of higher quality
on average.) However since the word error isvery high on
these segments, rej ecting them hasonly amarginal effect on
the overdl word error rate. The result is a higher deletion
rate and a lower substitution one.

5. SUMMARY

In thispaper we have presented our recent research in parti-
tioning and transcribing tel evison and radio broadcasts. The
data partitioning a gorithm makes use of Gaussian mixture
models and an iterative segmentation and clustering pro-
cedure. The resulting segments are labeled according to

gender and bandwidth using 64-component GMMs. The
speech detection frame error is less than 4%, and gender
identification has a frame error of 1%. Many of the errors
occur a the boundary between segments, and can involve
silence segmentswhich can be considered aswith speech or
non-speech without influencing transcription performance.
Our clustering procedure tends to generate sightly more
clusters than the true number of speakers in a show. The
average cluster purity is95%, with many clusters represent-
ing asinglespesker. Theper spesker best cluster coverages
are either close to 100% or close to 50% in cases where a
speaker’s data was split into two equal-sized clusters.
Word recognition is carried out in multiple passes for each
speech segment using more progressively more accurate
models. The final decoding pass uses cluster-based test-
set MLLR adaptation. The overall word transcription error
of the Nov’ 97 unpartitioned evauation test data (3 hours)
was 18.5%. Based on our experience, it appears that cur-
rent word recognition performance is not critically depen-
dent upon the partitioning accuracy and that any reasonable
approach that separates speaker turns and major acoustic
boundariesis sufficient.

REFERENCES

[1] S.S.Chen, PS. Gopalakrishnan,“ Speaker, Environment and
Channel Change Detection and Clustering viathe Bayesian
Information Criterion”, DARPA Broadcast News Transcrip-
tion and Under standing Wor kshop, pp. 127-132, Feb. 1998.

[2] JL. Gauvain, G. Adda, L. Lamel, M. Adda-Decker, “Tran-
scribing Broadcast News: TheLIMSI Nov96 Hub4 System,”
Proc. ARPA Speech Recognition Workshop, pp. 56-63, Feb.
1997.

[3] JL. Gauvain, G. Adda, L. Lamel, M. Adda-Decker, “Tran-
scription of Broadcast News,” EuroSpeech’ 97, pp. 907-910,
Sept. 1997.

[4] JL.Gauvain,L.Lamel,G. Adda, "TheLIMSI 1997 Hub-4E
Transcription System", DARPA Broadcast News Transcrip-
tion and Under standing Workshop,pp. 75-79, Feb. 1998.

[5] H. Gish, M. Siu, R. Rohlicek, “ Segregation of Speakersfor
Speech Recognition and Speaker Identification,” |CASSP-
91, pp. 873-876, May 1991.

[6] T.Hain, S.E.Johnson, A. Tuerk, P.C. Woodland, S.J. Young,
“ Segment Generation and Clustering in the HTK Broadcast
News Transcription System,” DARPA Broadcast News Tran-
scription and Under standing Workshop, pp. 133-137, Feb.
1998.

[7] A.Kannan, M. Ostendorf, J.R. Rohlicek, “Maximum Like-
lihood Clustering of Gaussians for Speech Recognition,”
IEEE Trans. Speech and Audio, Vol.2, no.3, July 1994.

[8] M. Siegler, U. Jain, B. Rgj, R. Stern, “Automatic Segmen-
tation, Classification and Clustering of Broadcast News Au-
dio,” DARPA Speech Recognition Workshop, pp. 97-99, Feb.
1997.

[9] R. Schwartz, H. Jin, F. Kubala, S. Matsoukas, “Modeling
Those F-Conditions— Or Not,” DARPA Speech Recognition
Workshop, pp. 115-118, Feb. 1997.



