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ABSTRACT In the experiments described in this paper, involving a corpus
of articles from the French newspapére"Mondég, there are
The use of cache memories and symmetric Kullback-Leiblgnore than 500,000 different lexical entries (e.g. the singular and
distances is proposed for topic classification and topic-shiflural of the same noun). Letbe the size of such a vocabulary.
detection. Experiments with a large corpus of articles from thEopic recognition is discussed in Section 3. For each topic, it is
French newspapel.& Mondeshow tangible advantages whenpossible to rank the words according to their frequency in a
different models are combined with a suitable strategy. training corpus and select the fits&L words of this ordered
) ) ) sequence excluding 1800 words of a stop list. These Kirst
Experimental results show that different strategies for topigords (4000 words for the examples described in this paper) are
shift detection have to be used depending on whether highjjeq topic keywordsThe comparison of the cache content is
recall or high precision are sought. Furthermore, methoqgyited only to topic key-words. Section 4 discusses methods

based on topic independent distributions  providenqg results for topic shift detection using topic-dependent and
complementary candidates with respect to the use of toP'ﬁ)‘pic-independent distances.

dependent distributions leading to an increase in recall with a
minor loss in precision. 2. DISTANCE COMPUTATION
1. INTRODUCTION BETWEEN PROBABILITY

DISTRIBUTIONS
Statistical methods for topic spotting and the detection of topic
shifts are now the object of research efforts because of th&lata sparseness is an unavoidable problem when statistical
potential in important applications [6]. It is also possible to us@ethods are used in Information Retrieval. A solution to the

topic-dependent language models (LM) for improvingProblem can be the introduction of methods for estimating the
Automatic Speech Regnition (ASR) [3]. probability of occurrence of unseen words. Back-off and

interpolation methods, described in the LM literature, can be
Topic spotting is a decision process applied to a documeiiéed for this purpose.
made of a sequence of words W whose result is a . .
classification into a sequence of segments. Following classicdiese concepts are further developed in this paper by
game theory and decision models (see, for example, [5]), suclk@psidering the cache content when a word is observed as the
classification can be based on different strategies. The novefigntext for that word and by assigning the same default
proposed in this paper is @roup decision with two probability in the static and dynamic distribution to tren-
contributions. A pattern of preference describes these keywordsso that they do not influence a comparison. Assuming

contributions. For topic spotting, he first contribution proposel§iat there aren words in the cacheG of which are different,
a topic preference for each sequence then the cache probability of a word w in the cache is given by

i o . the fraction of the relative frequency of appearances of that
Wi  of the first(i-1) .WOFdS{Wl,---V\{q} of a document using word in the cache. All the words not in the cache have
a unigram LM involving all the words of the vocabulary . Theyrobability proportional to their general unigram probability
second one is based on a different computation which makes ) N .
use of a set of keywords automatically selected for each topi€y (w)in all topics. The cache probability of each word w is
For each topic, a statistical distribution of topic keywords i§iven by:
obtained from a training corpus. Such a static distribution is
continuously compared with the time-varying distribution of the nw)
content C; of a cache memory [4] when word;; is read in. . — if wdG

; ; ; ; :Peachdl, W) =0 M, @

The comparison is performed introducing, a symmetric )
Kullback-Leibler (KL) distance introduced in Section 2, which %’Pg (w) it wiG
varies in time as new words are considered.
. . . . n, (w) is the number of occurrences of word w in the cache at
Another novel aspect is that antensity of preferencas . ' - . .
. . L o time i, mis the total number of items in the cache at the same
associated to each contribution to the decision. This |nten3|ttl¥n ! o - )
time, o and B are normalization coefficients. Notice that the

idserr;zl:j(is on how reliably the contributing proposal to deC|S|oSnum of all the n(w) for the words in the cache is equal to m



Let

K
Pk = I(z_lP(Wk [T;) The normalized distance
be the sum of thetatic unigram probabilities in topid’; for d’Jf (i) = d; (i)

the key-words in the topic.

The normalized probability for a word in topig is expressed is used to propose candidate topics for classification and
as: candidate segments for the detection of topic shifts.

_ By Pu(w]T;) if wis a keyword @) The just proposed formulation is an improvement of a previous

- HPy (w) if wis not a keyword one [1] and has produced better results described in the next
section.

3. TOPIC CLASSIFICATION RESULTS

Three years of articles from the French newspaperMonde"
were considered for a total of 60 Mwords. The topic of the

P; (w)

and y; is another normalization coefficient. Coefficient§,y
are subject to constraints that probabilities properly sum to one:

B+ak =1, F= 3 PRy(w) articles is not known, but, as a first approximation, the section
wic of the journal in which the article appears has been considered
B=1-aF YiPk +aPg =1 as the topic of the article, resulting in the set of Table 1.
Pg= 3 Pyw); =1"%%
19 WD%KJ o i Pik 1 | Foreign news 5 Business

NKJ is the set of all the non-keywords for topjc i principle 2 | History 6 Culture
F is time-dependent because the content of the cache varieg3n | Sciences 7 Politics
time. In practice, this term is always close to 1 since the cadg Sports
contains a small number of words compared to L. It is possibie

to approximatel; by its upper-boundqyax and consider Table 1 Topics

B=1-aFRyax - Oncea has been sefd and yare obtained A test set of 1021 segments taken from articles was extracted
with the above relations. from the corpus and not used for training. Table 2 summarizes
The KL symmetric distance between a topic distribution and thepic identification results obtained for the test set and for
distribution of the cache content can be computed as follows :different recognition strategies by setting the free pararaeter

0.1.
) The first row refers to the case in which topic classification with
d;(i) = Z{Pcachgi,w)—ﬂ(w)}logﬂ%m—mﬁ the cache (C) and unigrams (U) agree with the classification
w H pw) H based on the page of the journal (S). In the second row, an

additional rule is added for which unigrams agree with S and
Contributions to distance computation can be grouped into fotite cache does not containoigh data to be reliable. The third
cases: row corresponds to decision made with the unigrams only. The
fourth row corresponds to the use of tbache only except
when the cache does not haweoegh data. The final row
corresponds to a decision strategy vétpattern of preference
1 (wOC)OwOKJI) 2 (wOC;)O(wOKJ) that uses the cache for decision only if there amugh words
3 (wOC)OWOKJ) 4 (wOC;)O(wOKJ in thg cache and if the dlﬁerer_we bgtween the cache scores of
the first and the second candidate is greater than a threshold.
Such a threshold depends on the first candidate and has been
determined using the training set. The third and fourth columns
KJ is the set of keywords for topi€; . Because of definitions in table 2 contain results obtained after replacing each word
(1) and (2), the fourth contribution is always zero and th@ith its lemma. From a comparison of the first two columns, it
computation is reduced to the union of words in the cache aagpears that, when words are used, the number of cases in
topic keywords. As the cache sire is small (100 in our which the unigrams correctly agree with the cache is higher, the
examples), distance computation involves a maximunkef  unigrams lead to better performance with lemmas but the use of
addends as opposed to L, which is less than 10% of L in owite cache leads to better performance with words. Tiggests
case. Furthermore, absence of topic keywords in the cachecismbining words and lemmas which leads to the results shown
properly taken into account, resulting in a large differencg columns 5 and 6.
between keyword and cache distributions.



There, the same strategy is used with the unigrams comput_ﬁ%j bability POWEX(T b db . LM
with lemmas and cache probabilities with words. e probability P( b><| x) can be computed by using an

trained with text belonging to topic &nd P(T{* |W{' )can be

WORDS LEMMAS | COMBINED computed using a statisticdlopic Model such as the one
proposed by [3].
Strategy N % N % N %

== 5 ‘Z . . .
u=c=s S86| 57,39 563 5495 59 5828 be ignored. Such an approach is proposed in [7] where 100
+U=S, Coutl 644 63.08 650 60.66 692 63.86 topics were obtained by clustering unigram LMs, one for each

+ U=S | 752| 73.65 754 73.85 754 73.85 Storyofatraining set.

1,2+ Cache 757 74.14 741 72.58 756 74|05 The problem with such an approach is that the search process
Comb stral 825 | 808 | 819 8022 828 814 gives little importance to the cqntext of a word in the text to be
segmented, only one n-gram is used to score the relevance of
that word, arbitrary pruning thresholds are introduced during
search making it non-admissible with unpredictable effects,
penalties have to be introduced to prevent oversegmentation
with effects not yet completely evaluated.

The probability P(WlN) does not affect segmentation and can

[&]

N

Table 2: Strategy combination results in number of segments
using words and lemmas, with unigrams and the cache

4. DETECTION OF TOPIC SHIFTS WITH

The approach proposed in this paper emphasizes context
TOPIC MODELS comparisons by considering the whole content of the cache

In principle, a topic shift can take place at the end of eadReMOrY to represent contexts. Local comparisons are made by

sentence indicating the end os@gmenbf text belonging to a comparing the cache content with _a_to_plc_ LM or the cache
topic. content of two blocks. Global minimization of distances

between keyword distributions is performed with DP matching
A first type of methods locally compare adgnt blocks of and various strategies can be used for combining block-to-block
sentences and use local rules to decide whether or not a blaclblock-to-topic distances.

contains a topic shift. ) ) ) .
A first solution has been investigated that uses local rules for

Such an approach is followed in [2] where three methods apeoposing candidate boundaries followed by DP matching to
proposed. Block comparison considers running windows find a sequence of segments which may contain candidate
involving blocks with one or two sentences. Blocks ar®oundaries but have to begin and end at the proposed
compared on the basis of a score s(i) involving the normalizédundaries. The purpose is that of assessing the suitability of
inner product of vectors of word weights of two blocks onghe proposed distances for segmentation and to study the
preceding and the other following the i-th senteboedary. combined effect of local rules and global optimization. Let us

Valleys of s(i) are considered as cues for topic boundariesonsider:

Vocabulary scoreare then considered to take into account the

introduction of new words ireach block.Lexical chainsof

words are also used.

A second type of methods considers segment boundary decision .
as a global optimization problem. An optimal sequence of j = argmin {d* (i)} B (i) = d; (i)
segments between candidate boundaries is found as a search K KAk J J a (i
process in which candidate boundaries are scored and scores kZ=1 ()
are combined leading to a cumulative score for every possible

segmentation. Search can be based on Dynamic Programm&]gndidate boundaries are generated whenever
(DP) for comparing a model for topic sequences with the text to
be segmented. Statistical topic models are required for thg(i) = B;(i)-B;(i-1)=9.

computation and can be acquired with a training corpus. ) ) ) ) )
The cache is emptied at each candidate break-point leading to a

In analogy with Automatic Sgech Reagnition (ASR), scores more accurate aoant of the context describirgach potential

can be likelihoods, a sequence of segments is a sequencesejment.

recognized topics and the break poieisel+1=b2,...,exare ) ) )

those for which the following probability is maximum: A corpus of 1400 articles in equal number éach topic and
not used for training was selected from the year 1987. A

segment with more than 300 words was extracted feach

article; Segments were randomly combined into sequences of
X X three segments each. DP matching is performed by considering
M P(W;’(‘ [Tx) 1 Tx only segments between successive pairs of adjacent candidate
x=1

PTX W)y = X2L p(WN) ©) break-points. As it is possible that two successive segments are
1




now labeled with the same topic, topic shifts are detected whesnd the indicatore3 andr3 are evaluated using the resulting
two different topic labels are found for two adgnt segments.  set of candidates, the last two columns of Table 4 are obtained.

The solution is the one that maximizes the numerator of th

&
by assuming that all topic histories are equiprobable and: rl

0.9526

r2
0.6796

r3
0.9799

p3
0.1543

p2
0.3925

pl
0.1625

logP(Wisx|Tx) = ~logB;(ex)
Table 4: Precision and maximum recall for various methods

precision (p) the ratio between the number of correctly 5. CONCLUSION
dﬁitffaed topic shifts and the total number of hylmthes'zeg/arious uses of KL distances and cache memories have been
Shitts presented showing tangible advantages when different models

recall(r): the ratio between the number of correct topic shiftsare combined with a suitable strategy.
and the total number of real topic shifts in the test corpus,

By using the following definitions:

Different strategies for topic shift detection have to be used
depending on whether high recall or high resolution are
sought.

the values of precision and recall shown in Table 3 are

obtained for two different values df.

The results in Table 4 show that methods based on topic

independent distances are not suitable for maximum recall, but
Recall 0.931 ®612 0.7457 0.8003 | they provide complementary candidates with respect to
precision 0.2076 0.1586 0.7948 075 distances using topic-dependent distributions with a minor loss

Table 3 —detection performance with rules (first two columns)
and with DP (last two columns)

These results clearly show that different strategies have to be
used depending on whether high recall or high precision are
sought.

In order to evaluate the performance of distances that do not
depend on topic classification, a different method was used to
identify break-point candidates. 2

At the end e(i) of each sentence, the content of two cache
memories CP(i) and CF(i) of 50 words each were considered.
CP(i) captures the context juseforee(i) while, CF(i) is the 3.
cache associated to a word following e(i) such that the first
keyword following e(i) is the least-recently inserted word into
the cache.

The distance KL(i) between the contents of CP(i) and CF(i) is
computed and its behavior as functionidf considered. In 4.
particular, pairs of successive relativénima andmaximaare
considered together with their absolute distance values and
their difference. Pairs of sufficient difference with maximag_
higher than a threshold are consideretiraak-point events

If these events appear in a window centered on the real bre&k-
point, then the event is considered as a correct topic shift
detector, otherwise it is considered as a false alarm.

Let p1 andrl be respectively the precision and recall for the
highest recall obtained with topic dependent distributions and
p2 and r2 be the same indicators obtained with the ju
introduced topic independent break-point candidates. Table 4
shows a comparison of these indicators in the first two
columns. If now, break-point candidates obtained with the two
methods are merged if they appear within a given time window

in precision.
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