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data size, since different words can share common segments in
ABSTRACT their representation in the former approach.

This paper deals with a subword-unit-based isolated woltlhas been previously found that a subword-unit-based isolated
recognition system with enhanced speaker-independency. Twerd recognizer, in which subword units are identified by
subword is defined as a part of word whose central portion hageans of discrete hidden Markov models (DHMMs), is capable
rather stationary or time-invariant short-time spectra with itef attaining higher recognition accuracies thamwentional
portions near its ends having rapidly varying short-time spectraord-based isolated word recognizers in the absence of
In this system each isolated word is decomposed into keckground noise. In fact, recognitiaocuracies achieved with
sequence of subwords, each of which is identified by means ofras subword-unit-based system are found to be over 98 % in
particular semi-continuous hidden Markov model that is namezpeaker-dependent applications where utterances of ten
a subword HMM. Each isolated word is recognized by apeakers are used for recognition as well as training. However,
particular set of concatenated subword HMMs that is designatéitke performance of this system is speaker-dependent and it more
as a word HMM. Subword boundaries within a word arer less deteriorates in speaker-independent applications where
detected by finding peaks of the magnitude of delta cepstrimput words to be recognized are uttered by a speaker whose
vectors obtained from the word. The system attains averaggerances have not been used to train the DHMMs within the
word recognition rates over 87 % for a number of Japanesgstem, since the DHMMs trained using isolated words uttered

words uttered by ten native male speakers. by some speakers tend to incorrectly identify those uttered by
some other speakers. An effective way to cope with this
1. INTRODUCTION speaker-dependency is to replace the DHMMs with semi-

. . » continuous HMMs (SCHMMSs). The SCHMMs will show less
In speech remgnition, commonly used units of recognition arespeaker-dependencies in their ability of identifying subwords
phoneme, word etc.. As is well known, however, these are nfﬁan the DHMMs do, unless the spectral change of each

ideal units of recognition, for one finds inherent difficulty ing pb\vord due to the change of speaker is beyond certain limits.
using them.

. o . . . The ability of the subword-unit-based isolated word recognizer
An(_)the_r cho_lce of unit is an acoustic unit called suk_)wordemploying the SCHMMs in speaker-independent applications
which is defined as a part of word whose central portion h3s,o paen investigated by an isolated word recognition

rather stationary or time-invariant short-time spectra with itéxperiment using a number of Japanese words uttered by ten
portions near its ends having rapidly varying short-time SPeCtAative male speakers

By using this subword as a unit of recognition it is possible to

resolve the problem of coarticulation that might otherwisén what follows, the isolated word recognition system will be

deteriorate the performance of any phoneme-basexbchp described in detail, then the performance of this system will be
recognizer. Decomposing a word into a sequence of subwordsmpared with that of a similar subword-unit-based system
will be an easy task, if one uses the delta cepstrum which ésmploying the DHMMs.

capable of detecting spectral change effectively. Subword

boundaries within a word are detected simply by finding peaks 2. DESCRIPTION OF THE SYSTEM

of the magnitude of delta cepstral vectors obtained from the

word. 2.1. Word Data

Large vocabulary isolated word recognition requires a largeen native male speakers uttered 75 different Japanese city

amount of training data proportional to the vocabulary size tgames six times in a quiet environment and the resulting word

characterize each individual word model. A subword-unitdata containing 4,500 isolated words were equally divided into

based approach [1]~[5] is a more viable alternative than th&o parts in either of the following two methods, A and B, to

word-based approach to overcome the problem of the trainiRge one part for training the system and the other part for testing
the system.



Method A: 2,250 words uttered three times by ten speakers arevord data for training wor

used for training the system, and 2,250 words
uttered by the same ten speakers for testing.

(75 different words)

d data for testing

Method B: 2,250 words uttered by five speakers are used fdr primary spectral analysis (FFT) and delta cepstral analys

S

training, and 2,250 words uttered by five other
speakers are used for testing.

2.2. The Decomposition of Words into
Subword Units

p

segmentation based on dynamic measure to generat]

reliminary subword sequence

(D

The decomposition (segmentation) of input words into subword

The delta cepstrum shows a sharp peak at a point where t

units is accomplished tbugh the use of delta cepstral analysis.
short-time spectrum of speech makes an abrupt chang’t

e Secondary spectral analysis (FFT) to generate
48-dimensional power spectral vector sequence

Suppose that the delta cepstral analysis is applied to an input
word, producing several sharp peaks that are above an

appropriate threshold prescribed beforehand. A subword unit i
defined as follows: A part of the word between two consecutive
delta cepstral peaks including the falling edge of the first peal

segment quantization to
generate subword sequence

and the rising edge of the second peak will be characterized by
its peculiar short-time spectra such that its central portion has
rather time-invariant short-time spectra and its portions near its
ends have rapidly time-varying short-time spectra. This part of

the word call we a “subword.” The delta cepstral analysis is

applied to each frame of a word and the sum of the firstigir
6th coefficients squared of the delta cepstrum, which some
authors called “dynamic measure”[6], is calculated dach
frame. The value of the sum shows a peak around a boundary
between two successive subwords, therefore, if a peak of those

subword dictionary

<

ector quantization to generate
Lubword code sequence

(7))

sums which is above an appropriate threshold is detected, the
position of the peak may be considered as a boundary betweer:
two consecutive subwords.

2.3. Isolated Word Recognition

A block diagram of the subword-unit-based isolated word
recognition system is depicted in Figure 1. Each input word
undergoes spectral and delta cepstral analyses and segmentatic

based on the delta cepstral analysis, and is transformed into@/

sequence of preliminary subwords.

In training phase, a secondary spectral analysis is applied to
each preliminary subword of the sequence to generate a
sequence of 48-dimensional power spectral vectors. Each of 48-
dimensional power spectral vectors belonging to the resulting
sequence is classified into 50 groups by a process called
“segment quantization”, which is a vector quantization with 50
quantizing levels, using K-means clustering algorithm. In this
segment quantization a mean of vectors belonging to one group
or cluster is chosen as a representative vector of that group. As

n
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prming subword
subword
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subword HMMs

75 word HMMs
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a result of this quantization each sequence of preliminary

subwords corresponding to a word is transformed into a new
sequence which will be called a “subword sequence.” This

calculation of word output probability

process produces a subword dictionary which is a collection of

subword sequences representing words. Each subword sequerjce

putting out recognized result

undergoes the second vector quantization with 200 quantizing
levels, producing a subword code sequence. A set of subword

code sequences representing a particular subword is used to Figure 1: The block diagram of the subword-unit-based
isolated word recognition system.



train a three-state semi-continuous HMM, which will be called3, \WORD RECOGNITION EXPERIMENT
a subword HMM. The final process of the training phase is to
form a chain of subword HMMs (concatenated subword word recognition experiment has been performed using the
HMMs[7]) for each of the 75 different words, which will be word data described earlier. Two methods of dividing the word
called a word HMM. data into two parts were employed: Method A where 2,250
) N words uttered three times by ten speakers are used for training
In testing or recognition phase, an unknown word, after thge system, and 2,250 words uttered by the same ten speakers
primary spectral and delta cepstral analyses, the segmentatigy;, testing and Method B where 2,250 words uttered by five
and the secondary power spectral analysis, is transformed i”tgp%akers are used for training and 2,250 words uttered by five
sequence of codes referring to the subword code book generaggfar speakers for testing. The former is intended for
in the training phase, which is then put into each of the 75 wo[gestigating the ability of the system in speaker-dependent
HMMs. Word output probability is calculated for each wordyppjications and the latter in speaker-independent applications.
HMM and a word represented by a word HMM which has\ result of the experiment is shown in Table 1, where average
yielded the largest word output probability is put out as gscognition accuracies of a similar system employing the
recognized result. DHMMSs as the word HMMs are shown for comparison. Table

By the way, the training of a word HMM requires sequences ¢ Shows word by word recognition rates of the system
codes with an appropriate length determined by the number GFPI0Ying the SCHMMs for the 75 Japanese words uttered by
states of the HMM. It is not desirable that code sequences udB§ ten speakers.

in the recognition phase are longer than those used in the

training phase. To avoid such an undesirable situation it does Word HMMs Method A Method B
not suffice to provide a single word HMM for each word, but [ DHMMS 96.5 % 83.2 %
. - . . . .

is necessary to provide six word HMMs (concatenated SCHMMS 98.5 % 87.8 %

SCHMMSs) with 8, 10, 12, 14, 16, and 18 states, which are
appropriate for the recognition of a word made up of 17, 21, 2Faple 1: Average word recognition rates for the different types
29, 33, and 37 subwords, respectively, for each of the & word HMMs and word data.

different words. One of the six word HMMs provided for each

word will be chosen by the number of subwords included in an

incoming word to be recognized. This method of coping with Words Method A | Method B
the variability of the number of subwords has turned out to be Fukui 100.0 76.7
an effective means of improving the recognition accuracy of the Katsuyama 100.0 83.3
system, and will be called a multiple HMM scheme. An Ohno 100.0 90.0
example is shown in Figure 2. Sabae 100.0 90.0
Takehu 100.0 93.3
Tsuruga 96.7 83.3
Obama 100.0 100.0
Kanazawa 100.0 73.3
=== Komatsu 100.0 100.0
Hakui 100.0 90.0
ql q2 q16 q17 Suzu 100.0 80.0
Wajima 96.7 100.0
Mattoh 96.7 93.3
Nanao 96.7 86.7
L Kaga 90.0 80.0
Toyama 100.0 83.3
q q q | Takaoka 100.0 96.7
1 2 20 .21 Uozu 90.0 70.0
1 Namerikawa 100.0 100.0
: Himi 93.3 93.3
' Tonami 96.7 86.7
Oyabe 100.0 90.0
Kurobe 100.0 100.0
T ShiNminato 100.0 96.7
q q q q Gihu 100.0 93.3
1 2 36 37 Ohgaki 96.7 86.7
Kagamigahara 96.7 96.7
Tajimi 100.0 93.3
Figure 2: An example of the multiple HMM scheme. Kani 100.0 86.7
Seki 100.0 83.3




Mino 100.0 86.7 1. The subword-unit-based isolated word recognition system
Mizunami 100.0 93.3 employing either the DHMMs or the SCHMMs attains high
Toki 96.7 83.3 average recognition accuracies in speaker-dependent
Nakatsugawa 96.7 90.0 applications.
I—_|ash|ma 100.0 86.7 2.The performance of the subword-unit-based isolated word
Minokamo 100.0 100.0 " - .
recognition system employing the DHMMs deteriorates
Takayama 93.3 6.7 considerably in speaker-independent applications.
Ena 93.3 76.7
Itoigawa 100.0 96.7 3.The subword-unit-based isolated word recognition system
Ojiya 100.0 100.0 employing the SCHMMs attains over 4 % higher recognition
Kashiwazaki 100.0 100.0 accuracies in speaker-independent applications than the
GoseN 100.0 93.3 similar system employing the DHMMs.
Sanjoh 100.0 83.3
Shibata 100.0 93.3 5. REFERENCES
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Table 2: Word by word recognition rates (%) of the system
employing the SCHMMs for the 75 Japanese words uttered by
the ten speakers.

The systems utilize no linguistic knowledge about input words,
so these recognition rates have been obtained solely by the so-
called bottom-up processing of the input words.

4. CONCLUSIONS

Findings from the result of the experiment can be summarized
as follows:



