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c investigated. The HMM with mixture of continuous
Gaussian densities is the framework of the speech
1. INTRODUCTION recognition system in this study.

Digital speech communications are the future trend in t
Internet and mobile phones. The low bit-rate coding

speech signals is the essential requirement in the conc
of channel bandwidth and transmission efficiency. Th

ased on the encoded speech parameters generated by
PC-10e, FS1016 and GSM coding mechanism. It
eveals that the recognition system using features derived

voice-based services will become more attractive to theM the encoded parameters can achieve satisfactory

service providers. Many voice-driven applications requir@erformance under the noise-free condition. - The

that users must be authorized and able to be identifidd€rformance becomes bad under a mismatched noisy

Other applications may allow users to retrieveehvironment. In general, the LSP achieves the highest

information or perform some kind of transactions b);ecoggltlon abccura(_:y” und_er: crl]eanl env_wonmrf—znt, but
voice. Traditionally, speech recognition systems need fgedrades substantially with the lowering of SNR.

get the waveform of speech signal and convert it imyowever MFCC is more robust to noise under almost all

some specific feature parameters. In order to retaffCisy environments. Experimental results also show that

enough speech information, the sampling rate as well &M Sé’Stem see?s to be more robust to noise than LPC-
the bit count per sample is high. In other words, thesko® and FS1016 do.

speech recognition systems require high bit-rate speech L . . ) .
data. In the contrast, speech coding is to compress t Qe organization of this paper is as follows: Section 2
speech information at low bit-rate. To recognize th escribes the speech database. Section 3 presents feature

encoded speech should face the problem of limited arfadraction methods_. Sectio_n 4 int_erprets the reco_gnition
inaccurate feature parameters. One may decode the cod¥gi€m used herein. Section 5 illustrates experimental
information to recover the speech signal. However, thEeSults. And conclusion is made finally.

recovered signal can not retain the same waveform as the

original one. Further process of this recovered signal does 2. SPEECH DATABASE

not gain any extra information.

ﬁxperiments of the speech recognition were conducted

The speech data provided by 50 male and 50 female
Many researches have been reported in dealing with tlspeakers was collected in a sound treated environment
problem of the recognition of encoded speech. Lilly eand sampled at 8 kHz. There are three sessions of data
al.[1] reported the effect of speech coders on speedvllection, referred to as the clean speech. A speaker
recognition performance. They examined six speechtters a set of ten Mandarin digits in each session. Two
coders with bit-rate from 40 kbps down to 4.8 kbps andessions are used for training and the other session is for
found the recognition performances deteriorate with thtesting. End points are roughly detected so that each
reduction of bit-rate. Kuitert et al.[2] investigated theutterance still contains short periods of pre-silence and
impact of GSM coding on the performance of speakepost-silence. The specified amount of noise is added to
verification system and found almost no influence on théthe clean speech with specific SNR values when
recognition performance.d®mez et al.[3] proposed an generating artificially noisy speech. Noises used herein
environment adaptation technique based on adaptive V@re white noise, F16 noise, factory noise. White noise is
They preserved the topology transformation for robusartificially generated by computer and the other noises are
recognition and obtained substantial improvemenwobtained from NOISEX-92 database.
Sankar et al.[4] utilized a RBF neural network to build
robust speech recognizer for mobile applications and 3. FEATURE EXTRACTION
achieved satisfactory results. Although the mentioned

researches achieved outstanding results, they were gflis study attempts to find the fact that how good is for
based on decoded speech. In this paper, the encodgfng the encoded parameters in speech recognition
parameters of speech features in various speech codifghoyt recovering the speech signal. Three low bit-rate
systems are used for a isolated digit speech recognitiQleech coding mechanisms are examined. Those are
task and their performances are evaluated. The effect 0bc_10e. FS1016 (CELP), and GSM. For each set of
channel distortion and noise influence is als%peech feature parameters decoded from a coding



mechanism, we derive other feature parameters and
perform the speech recognition for comparison. The1po

initial feature parameters for the three low bit-rate speech go
coding mechanisms are 10 reflection coefficients (RC) for go
LPC-10e, 10 line spectrum frequencies (LSP) for 70
FS1016, and 8 log area ratios (LAR) for GSM. From the g0
initial feature parameters, other feature parameters aresg
derived. These include linear prediction coefficients 40
(LPC), cepstral coefficients (CEP), and mel-cepstral 30
coefficients (MFCC). 20
RC LAR LPC

10
4. RECOGNITION SYSTEMS 0

CEP MFCC LSP

Mandarin digit recognition is a task for evaluating the

derived speech features under different environmental . .
conditions. Each digit is modeled by an HMM with Figure 1: Recognition rates for features derived from

mixture of continuous Gaussian densities. The HMM-PC-10e parameters under clean environment
contains four to six states depending on its average

duration and variation, and begins with an pre-silence SNR
state and ends with a post-silence state. The silence states

for all digits are tied together, i.e., share the same statistic clean| 20dB 15dB 10dB5dB 0dB
parameters. Each state is modeled by a mixture of|4 I
Gaussian densities. All covariance matrices are diagonal LSP | 97.3] 658 425 298 180 118
The model parame_ters are trained by the segmental K-cep | 96.9] 744 56.83 375 22/9 16.8
means algorithm using coded clean speech .

MFCC| 97.2]| 76.00 58.7 354 19]6 171

5. EXPERIMENTAL RESULTS Table 1: Recognition rates for features derived from

LPC-10e parameters under white noise
Experiments of the speech recognition were conducted
based on the encoded speech parameters generated by
LPC-10e, FS1016 and GSM coding mechanism. SNR

clean| 20dB 15dB 10dB5dB 0dB
LSP | 97.3] 86.4 74.9 59.1 394 212

CEP | 96.9 854 72.4 56J)/ 37|3 229

For the featgres derived fr'om the .LIIDC-loe encodeq\/”:CC 972l 90d 791 617 3617 215
parameters, i.e. 10 reflection coefficients (RC), the
dimension is twenty, consisting ten derived coefficientgable 2 Recognition rates for features derived from
and its first derivate. Figure 1 illustrates the performancePC-10e parameters under F16 noise

under clean environment. It shows that CEP, MFCC and

LSP achieve higher recognition accuracy than RC and
LAR. Among them, LSP achieves the highest recognition SNR

accuracy. clean| 20dB 15dB 10dB5dB 0dB

5.1 Experiments for LPC-10e coding
mechanism

The following experiments investigate the recognition LSP | 97.3| 85.8 75.% 56.p 36{8 2372
performance under several noisy enylronmentg. Tab!easCEP 0691 8368 73.0 540 339 24.7
1~3 illustrate that there are obvious declines if
recognition performance under three noisy environmentsMFCC | 97.2| 85.6 72.9 51.3 27)3 16/4
These declines are worse under white noise than und%

r . .
f16 noise or factory noise. Tables 1~2 reveal that MFC ble 3: Recogpnition rates for features_denved from
is more robust than CEP and LSP under white noise andg C-10€ parameters under factory noise
F16 noise. Table 3 also shows that LSP is more robust
than CEP and MFCC under factory noise. 5.2 Experiments for FS1016 coding

mechanism



. . MFCC| 95.7| 94.2 91.9 83.6 72)3 572
Several experiments were conducted to examine the

recognition accuracy of various features derived from the LSP | 95.9| 71.9 67.2 60.0 49/4 38.3
FS1016 encoded parameters, i.e. 10 Line spectrugi

frequencies (LSP). Each feature used here comprises 2'8156 Recogn;Uon ratdes flg;éeatgres derived from
the original derived feature and its delta feature. Th parameters under noise
dimension of each feature is twenty. Figure 2 shows the

performance in clean speech condition. We can find that SNR
CEP, MFCC and LSP achieve higher accuracy than LPC.
Among them, LSP is the highest. clean| 20dB 15dB 10dB5dB 0d
RC |918| 73.0 70.8 64.6 55J0 45
100 CEP | 93.9] 76.3 74.3 69.

B
.0

4 60{2 495
MFCC| 95.7] 95.4 94.1 920 834 723
LSP | 959 76.] 723 67.1 60{3 482

Table 6. Recognition rates for features derived
from FS1016 parameters under factory noise

5.3 Experiments for GSM coding mechanism

RC LPC CEP MCEP LSP For the features derived from GSM encoded
parameters, i.e. 8 log area ratios (LAR), each
. _ . . feature consists of the original derived feature
Figure 2: Recognition rates for features derived from . . :
FS1016 parameters under clean environment and its delta feature, and the dimension of each
feature is sixteen. The performance under clean
For noisy environments, the recognition accuracy i€nvironmentis shown in Figure 3. It indicates
shown in Tables 4~6. It is clear that the performancthat all features except LPC can achieve high

degrades when the environmental noise is high. Theggerformance. LSP is the best one.
tables reveal that MFCC is more robust than other

features. ance degradation is crit_ical under white NOISg garies of experiments were continually conducted to
than under F16 noise or factory noise. examine the recognition accuracy under noisy
environments. The performance of the recognition system
SNR under noisy environments is shown in Tables 7~9. The
performance of the recognition system degrades rapidly
clean| 20dBB 15dB 10dB 5dB 0dB under the white noise. In other hand, the degradation is
d not so serious for F16 noise and factory noise. Tables 8
RC_|91.8] 459 365 27.8 238 156 and 9 also reveal that CEP and MFCC can achieve robust
CEP | 93.9] 57.5 48.3 36.6 28|1 21.7 performance under F16 noise and factory noise.
.3

MFCC| 95.7| 79. 714 54.J 370 27
LSP | 95.9] 56.9 43.3 34 26|3 222

Table 4 Recognition rates for features derived from
FS1016 parameters under white noise

SNR
clean| 20dB 15dB 10dB5dB 0d
RC |91.8] 71.4 66.4 5501 42)8 315
CEP | 93.9] 73.1 66.8 580 49|8 4Q.7
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Figure 3: Recognition rates for features derived from

RC

LAR CEP MCEP LSP

GSM parameters under clean environment

clean B5dB 0dB
LAR |94.9 L2 1(
CEP | 96.4 7 11.8
MFCC| 96.1 4 281 1211
LSP | 97.5 8 18.2

Table 7: Recognition rates for features derived from

GSM parameters under white noise

clean

B5dB 0d

LAR

94.9

b 46

CEP

96.4

MFCC

96.1

B 707 53

B
7
0 518
.7

LSP

97.5

5 430

Table 8: Recognition rates for features derived from

GSM parameters under F16 noise

clean

B5dB 0d

LAR

94.9

63

CEP

96.4

MFCC

96.1

.D 877 72

B
6
5 73.6
.2

LSP

97.5

7 616

Table & Recognition rates for features derived from

GSM parameters under factory noise

6. CONCLUSION

Experiments of the speech recognition based on encoded
speech parameters generated by LPC-10e, FS1016 and
GSM coding mechanism were conducted in this study.
Experimental results reveal that the recognition system
using features derived from the encoded parameters can
achieve satisfactory performance under a noise-free
condition. The performance degrades under a mismatch
noisy environment. The white noise seems to be more
harmful to the recognition performance than other types
of noises.

The performance of the recognition system degrades
rapidly when the SNR is lower. LSP achieves the highest
recognition accuracy under clean environment, but
degrades substantially with the lower SNR. The feature of
MFCC is more robust to noise. As far as the encoding
mechanism is concerned, GSM is more robust to noise
than LPC-10e and FS1016.
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