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applications. The idea is to reformulate the computation of
linear prediction so that an optimal FIR-predictor of order 2
ABSTRACT could be determined fromnumerical values.
A new linear predictive method is presented in this study. The
method, Linear Prediction with Linear Extrapolation (LPLE),
reformulates the computation of linear prediction by combining 2. METHOD
the preceding values of sample x(n) into consecutive sampleLet us denote a sample to be predicted by x(n) as shown in Fig.
pairs (i.e., x(n-2i), x(n-2i+1)). Each of these pairs determines al. The idea in the LPLE-method is to predict x(n) by using a
regression line the value of which at time instaig used as a  known number, denoted lpy of sample pairs that occur before
data sample in the prediction. The optimal LPLE-predictor is time instantn. Each sample pair is connected by a line as
obtained by minimizing the square of the prediction error using shown in Fig. 1. The equation for the line that connects two
the autocorrelation method. The rationale for the new methodconsecutive samples x(n-2i) and x(n-2i+1) can be expressed as
is the fact that LPLE yields an all-pole filter of order\2hen follows (time variable is denoted lxy
the number of unknowns in the normal equations eqpals
Therefore the new all-pole modeling method can be used infi(k) :[x(n—2i +1) - x(n- 2i)] (k= n+ 2i)+ x(n— 2i) (1)
speech coding applications. Preliminary experiments of the
present study show that LPLE is able to model speech SIC)ew%ach of the lines that are determined by two consecutive

more accurately in comparison to conventional linear samples are then used to compute the value of the line at time
prediction in the case when a very small number of prediction; P P

parameters is required to be used in order to greatly compresénStanm’ €., linear extrapolation is used. By Comb"!'”g ?‘” the
the spectral information of speech signals. sample pairp extrapolated values are obtained at time instant

n. A linear combination of these values are then used to form a
1. INTRODUCTION prediction for x(n). By denoting the coefficients of the LPLE-
predictor by a(i), where 4 4 pthe following expression is

Linear prediction (LP) is a technique that is widely used in Obtained for the predicted value of sample x(n):

various areas of speech processing, especially in speech P
coding. In LP-analysis a speech signal is predicted from its pastX(n) = a(i){Z{x(n— 2i+ 1)- x(n— Zi] + x(n- Zi} 2
values using an optimal predictor that minimizes the energy of =T

the prediction error, the residual. In the frequency domain this Expression for the prediction error can now be presented as
corresponds to modeling theegeh spectrum by an all-pole  follows:

filter [7]. During the past years many modifications of LP- p
analysis have been presented. It is, for example, possible tog(n)= x(n) + Z a(i{ 2[, x(n 2 1 x(r 2®+ x(r 2})
modify the selection of data samples in LP-analysis, e.g. [8].,

or to change the error criterion that is used in defining the
optimal predictor, e.g. [2]. Linear predictive methods have also
been developed by replacing the unit delays of the predictor
with first order allpass filters [6], [10]. It is also possible to use
LP-based methods that take imtccount various concepts from
psychophysics of hearing by using all-pole modeling of the
auditory spectrum [4].

1=1
(3)
Minimizing the energy of the prediction error with the
autocorrelation criterion [7] yields the following normal
equations, where the autocorrelation function of x(n) is
denoted by R(n):

p

Even though many new linear predictive algorithms have been Za(i){(-4ij+2i) R(2i-2j-1) + (8i]-2i-2j+1) R(2i-2)) +

developed during the past years they have not been applied'=1

very much in low bit rate speech coding. The focus in speech (-4ij + 2)) R(2i-2j+1)}

codlng re_search has _been tq develop novel algorlthms for _ -2iR@j-1) + (2I-)RE), ¥ £ p (4)
quantization of the residual using, for example, the multipulse

excitation, e.g. [1], or CELP-coding, e.g. [5]. In the present

study we propose a new method, named Linear Prediction with

Linear Extrapolation (LPLE), which aims at modifying

conventional linear prediction especially for speech coding



By solving a(i) from Eq. 4 the following transfer function is Second, the intermediate FIR-filter is quantized using LARs

obtained for the optimal LPLE-predictor: [3]. The purpose of this stage is to compress the original
p . ' LPLE-information that consists op real numbers a(j),

Hz) =1 + Z 2ial) 2"+ (& 2ia@)?? (5) 1<i<p, top codewords the lengths of which vary from six to
f=T three bits as explained in [3]. Third, the quantized version of

It is worth noting that Eq. 5 determines an FIR-filter, which is the intermediate FIRfilter is obtained by decoding the
of order 2. However, the transfer function is obtained from  codewords according to [3]. Fourth, the final quantized version
different values of a(i) as shown by Eq. 4. Hence, in the of the LPLE-predictor is obtained using Eq. 5 and the decoded
proposed LPLE-method the order of the predictor is twice the coefficients a(i), i < p, computed in the previous stage.
number of unknowns in the normal equations.

4, RESULTS

x(n-2p) x(n-2i) ~ X(n-2) x(n) The developed new all-pole modeling technique was compared
x(n-2p+1) x(nj2|+1) x(n-1) to the conventional LP-analysis by analyzing voices produced
_________________________ by two female and four male speakers. All the subjects were
________________________________ < fi(n) native speakers of Finnish. The utterances analyzed consisted

_________________ of four vowels (/a/, lel, lol, I&/), one nasal (/n/) and one

> fricative (/s/). Each of the signal was analyzed using both the

time conventional LP-analysis and the proposed LPLE-method.

. ) . . Both of the analyses were computed using the autocorrelation
Figure 1: Computation of data samples for prediction of x(n). method together with Hamming windowing and the block

Each sample pair x(n-_2i) and x(n-2i+1) determines a Iin_e that iSIength of 160 samples (20 ms). First order FIR with its zero at
_used to compute a linearly extrapolated valy@).fat time z=0.86 was used as a pre-emphasizer in conventional linear
instantn. prediction. The number of unknowns in the normal equations
(i.e., parametep in Eq. 4) equaled five. This implies that the
3. QUANT|ZAT|ON OF LPLE- order of the conventional LP-filter was equal to five whereas
PARAMETERS the order of the LPLE-filter equaled ten. However, the
information that is required to transmit these two filters

In the conventional LP-analysis [7] the order of the optimal consisted in both cases of five real numbers that were
FIR-filter, the predictor, equals the number of unknowns in the quantized with the same bit rate (26 bits per frame).
normal equations. This implies that in speech coding Quantization of both the conventional LP-filter and the
applications based on the conventional LP-analysis with scalarintérmediate LPLE-filter given in Eq. 6 was done by applying
guantization one has to transmit informatiorpaal numbers the same procedures used in the quantization of the first five
in order to synthesize the all-pole filter of order In the LAR-values of the RPE-LTP-coder of the GSM-system [3].
proposed LPLE-method the information that is required in . o
order to synthesize the all-pole filter of orgefi.e, the inverse ~ Examples of the all-pole spectra given by the two predictive
of the transfer function of Eq. 5) consistsp real numbers. ~ Methods are shown in Fig. 2, 3, and 4. It can be seen from
Hence, the new method is feasible to be usedéedpcoding ~ these graphs that modeling of the speech spectrum in a very
applications where the all-pole filter that models the speech compressed form by using only five numerical values can be

spectrum needs to be quantized with a very small amount ofdone moreaccurately by the pposed LPLE-method than by
parameters. conventional linear prediction. The all-pole filter of order five

given by conventional linear prediction models in general only
Quantization of the filter coefficients of the conventional LP- the over-all structure of the speech spectrum. In the case of
analysis has been a goal of intensive research, e.g. [11 _LPLE_the correspondlng all-pole f_||ter of order ten (which is
Quantization of the LP-parameters can de done using, forduantized using five parameters) is able to match the formant
example, reflection coefficients, log area ratios (LARs), or line Structure much more accurately. This can be seen in Table 1
spectrum pairs (see [9] for a review). Quantization of the that lists the number of formants (i.e., local spectral
LPLE-parameters directly (i.e., coefficients a()<1< p, that resonances) found by the conventional LP-analysis and LPLE

are obtained by solving Eq. 4) yields poor matching betweenfor the analyzed utterances of_ each speaker. From this table it
the original speech spectrum and its all-pole model if low bit can be observed that L.PLE IS able t°.f'F‘d formants clearly
rate for the transmission of the LPLE-predictor is required. more often than conventional linear prediction.

Therefore, the following straightforward method was used in

this preliminary study for robust quantization of the LPLE-

parameters. First, an intermediate FIR-filter is determined

using coefficients a(i), £i < p, that are obtained after solving

Eq. 4. The transfer function of this intermediate FIR-filter is 5. CONCLUSIONS

determined as follows:

P According to our experiments the new predictive method can

Hi(z) = 1+ Z af z' (6) be applied effectively in applications where all-pole models of
=1 speech spectra need to be presented in a very compressed form.



In comparison to the conventional LP-analysis the proposed
LPLE-method is able to yield much moeecurate models
especially for the formant structure of speech in the case wher
the number of unknowns in the normal equations is small (i.e.,
p is between 1 and 5). However, when the number of
parameters to determine the all-pole filter is larger the
differences between the two methods become small. Spectra
modeling computed by conventional linear prediction is in
general slightly better than modeling yielded by LPLE when
the order of the conventional LP-filter is large enough to match
the formant structure properly (e.g.> 12). Finally, it is worth
noting from Eq. 4 and 5 that the LPLE-method does not always
give a minimum phase predictor. This implies that stability of
the corresponding all-pole filter can not be guaranteed.
However, in the experiments of the present study an unstable
LPLE-filter was never obtained.
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Figure 2: Spectra of the vowel /a/, male speale:

(i) FFT-spectrum, (ii) quantizated all-pole spectrum given by
conventional LP, (iii) quantizated all-pole spectrum given by
LPLE.
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Figure 3: Spectra of the vowel /o/, male speake5:

(i) FFT-spectrum, (ii) quantizated all-pole spectrum given by
conventional LP, (iii) quantizated all-pole spectrum given by
LPLE.
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Figure 4: Spectra of the nasal /n/, female speapeb;

(i) FFT-spectrum, (ii) quantizated all-pole spectrum given
by conventional LP, (iii) quantizated all-pole spectrum
given by LPLE.



/a/ lel o/ 1al In/ /sl
LPC LPLE |LPC LPLE|LPC LPLE| LPC LPLE LPC LPLE LPC LPLE
Fi |2 4 1 3 2 4 1 3 1 4 2 5
F, |2 3 2 5 1 3 1 3 1 3 0 0
M; |1 4 1 3 1 4 1 2 2 3 2 4
M, |2 4 1 3 2 4 2 3 1 3 2 4
Ms |1 3 1 4 1 3 1 5 1 3 2 4
My |2 4 1 2 2 4 1 5 1 2 0 0
Tot |10 22 7 20 9 22 7 21 7 18 8 17

Table 1: Number of local spectral resonances (formants) found
from the all-pole spectra given by conventional LPC and LPLE
for six utterances (/a/, lel, /ol, 1a/, Inl/, Is/) produced by two
female (R, F,) and four male (M M,, M3, M,) speakers.
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