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ABSTRACT

This paper is concerned with measuring the amount

of syntactic information contained in prosodic fea-

tures of Japanese utterances. Five prosodic features

are employed, and the statistical relationship between

those features and the inter-phrase dependency dis-

tance is estimated by using training data. Then pars-

ing experiments are conducted in two di�erent ways:

one utilizing the posterior distribution of the inter-

phrase dependency distance given the prosodic fea-

ture values, and the other without using such in-

formation. It has been shown that signi�cant im-

provement in parsing accuracy is attained by utiliz-

ing the prosodic information, and that the duration

of pause between adjacent phrases is more e�ective

than prosodic features related to the fundamental fre-

quency and the power.

1. INTRODUCTION

There is a certain relationship between prosody and

syntax in Japanese [1] as well as in other languages [2].

In fact, when we speak a Japanese sentence, we can

express, to some extent, its syntactic structure by

such prosodic features as pause and intonation.

There have been many studies to utilize the rela-

tionship between prosody and syntax in the �eld of

speech synthesis. Hirose et al. [3], for example, have

described a method of generating prosodic parame-

ters from the result of syntactic analysis of written

Japanese sentences. A couple of other authors have

addressed the inverse problem: how to reconstruct

the syntactic structure by using the prosodic informa-

tion. Komatsu et al. [4] de�ned a heuristic measure

of inter-phrase association strength. Then, by divid-

ing sentences at phrase boundaries in ascending order

of the association strength, they obtained something

like parse trees. Sekiguchi et al. [5] reported that by

exploiting the prosodic features, it was possible to

judge if two adjacent phrases were in modi�cation re-

lation 75% correctly.

In this paper, we attempt to measure the e�ective-

ness of prosodic information in parsing of Japanese

utterances. We employ �ve prosodic features, re-

lated to the fundamental frequency, the power, and

the pause, to represent prosodic information, and de-

�ne a measure of inter-phrase association strength on

the basis of posterior distribution of the inter-phrase

dependency distance given the prosodic feature val-

ues. The parameters of the posterior distribution

function are estimated from a speech database in a

training stage [6]. Then full parsing of read Japanese

sentences is conducted using the inter-phrase associa-

tion strength for linguistic knowledge. A novel parser

called the minimum total penalty method [7] is em-

ployed, which �nds the most probable syntactic struc-

ture e�ciently based on given syntactic constraints

and the inter-phrase association strength. The re-

sults of parsing are compared with baseline results,

where no prosodic information is involved, to mea-

sure the performance gain attained by incorporating

the prosodic information.

2. SYNTACTIC ANALYSIS

2.1. Dependency Structure of Japanese

The structure of a Japanese sentence can be looked

from a dependency grammatical point of view; that is,

it can be described by specifying which phrase mod-

i�es (in a wide sense) which phrase in a sentence.

A phrase here is a syntactic unit called bunsetsu in

Japanese, consisting of a content word with or with-

out being followed by a string of function morphemes

such as particles and auxiliary verbs. If phrase X

modi�es phrase Y in a sentence, X is called a mod-

i�er, and Y its head. In Japanese, a modi�er nor-

mally precedes its head. There are various syntactic

constraints governing the modi�cation relation, which

are divided into the following two categories.

2.1.1. Global Syntactic Constraints

There are two major global constraints that govern

the syntactic structure of a whole sentence:

� Each non-�nal phrase in a sentence has one and

only one head.



� Two modi�er-head pairs never cross with each

other. For example, in a phrase sequence

X1X2X3X4 � � �, it is impossible that X1 mod-

i�es X3, and X2 modi�es X4, simultaneously.

A global modi�cation structure satisfying the above

global syntactic constraints is referred to as a depen-

dency structure.

2.1.2. Local Syntactic Constraints

There are another type of syntactic constraints, which

govern modi�cation relation between two phrases in-

dependently of the global syntactic constraints. For

example, an adjective can modify phrases starting

with a noun only, or phrases starting with a verb

or adjective only, depending on its inection. Thus,

whether or not phrase X is allowed to modify phrase

Y , with no semantic factors taken into consideration,

is decided basically by the combination of the last

morpheme (and its inection if it is an inecting mor-

pheme) in X and the part of speech of the content

word in Y .

2.2. Minimum Total Penalty Parsing

Parsing here is a process of deciding the most prob-

able dependency structure taking the local syntac-

tic constraints and prosodic information into account.

Since prosodic information takes an analogue form in

its physical manifestation, we need a parser that can

treat continuous quantities as linguistic knowledge.

For that reason, we have employed the minimum to-

tal penalty method [7].

In this method, a penalty function F (X;Y ), the

value of which represents the di�culty for phrase X

to modify phrase Y , is prescribed. The function value

is non-negative, and should be small if X and Y are

tightly associated. The penalty function values are

added up over all the modi�er-head pairs in a depen-

dency structure, yielding the total penalty. Then the

dependency structure that gives the minimum total

penalty is selected. For example, a phrase sequence

X1X2X3X4 has �ve possible dependency structures:

S1 : (X1; X2); (X2; X3); (X3;X4);

S2 : (X1; X2); (X2; X4); (X3;X4);

S3 : (X1; X3); (X2; X3); (X3;X4);

S4 : (X1; X4); (X2; X3); (X3;X4);

S5 : (X1; X4); (X2; X4); (X3;X4);

where (Xi; Xj) denotes a modi�er-head pair. The

total penalty of S1, for example, is given as

R(S1) = F (X1; X2) + F (X2; X3) + F (X3; X4):

If R(Sk) is the minimum among fR(Sj)g, then Sk is

selected as the most probable dependency structure.

Although the number of dependency structures

grows exponentially with respect to the phrase se-

quence length, this combinatorial optimization prob-

lem can be solved in polynomial-time by using the

principle of dynamic programming [7].

The penalty function is de�ned on the basis of pos-

terior probability of the inter-phrase dependency dis-

tance given prosodic feature values, as will be dis-

cussed later.

2.3. Deterministic Parsing

We have employed another parsing method called the

deterministic analysis method [8]. Since this method

does not involve prosodic information, the parsing re-

sult can be a baseline in evaluating the e�ectiveness

of prosodic information.

In this method, the analysis proceeds backward

starting with the last non-�nal phrase in the sentence.

For each non-�nal phrase X , its head is search for,

the global and local syntactic constraints being taken

into consideration. If there are more than one phrases

that can be the head of X, the one that is closest to

X is selected. In this way a dependency structure is

decided deterministically.

It should be noted that the same global and lo-

cal syntactic constraints are imposed in both of the

minimum total penalty parsing and the deterministic

parsing.

3. PROSODIC INFORMATION

3.1. Prosodic Features

Let A be a phrase in a sentence, and B its immediate

successor. We have employed �ve prosodic features

associated with A, which are de�ned in relation to B

in the following way[6]:

� Pause is the interval between the ending time of

A and the starting time of B.

� Pitch-Gap is the di�erence between the ending

value of fA and the starting value of fB, where

fA and fB are regression line segments �tted to

the log-pitch contours of A and B, respectively.

� Pitch-Slope is the regression coe�cient for the

log-pitch contour of A.

� Power-Gap is the di�erence between the ending

value of gA and the starting value of gB, where

gA and gB are regression line segments �tted to

the log-power contours of A and B, respectively.

� Power-Slope is the regression coe�cient for the

log-power contour of A.

Thus we have an n-dimensional prosodic feature vec-

tor pn = (p1; . . . ; pn) associated with each non-�nal

phrase in a sentence, where pi is one of the above �ve

features. When all the features are used, the dimen-

sion n equals 5.



3.2. De�nition of Penalty Function

For a phrase pair (X;Y ), the penalty function value

F(X;Y ) is de�ned as

F (X;Y ) =

�
� log P (d j pn); if (X;Y ) 2 LSC;

1; otherwise;

where d is the inter-phrase distance between X and

Y in the sentence to be analyzed, and P (d j pn) is the

posterior probability of d given the prosodic feature

vector pn for X [6, 9]. The notation (X;Y ) 2 LSC

signi�es that X is allowed to modify Y by the local

syntactic constraints.

By assuming that pn follows a Gaussian distribu-

tion for a given d, the parameters (the mean vector

and the covariance matrix) of P (pn j d) can be eas-

ily estimated from training data [6]. The probability

P(d) is also estimated by the relative frequency of

phrase pairs having dependency distance d. Then,

calculation of the posterior probability P (d j pn) is

straightforward by using the Bayes' rule

P (d j pn) =
P (pn j d)P (d)P
d P (pn j d)P (d)

:

4. EXPERIMENTAL RESULTS

4.1. Speech Material and Evaluation
Criteria

An ATR speech database (Set B) was used for speech

material. It contains 503 Japanese sentences taken

from newspapers, magazines, and etc., read by two

male and two female professional narrators. These

sentences are divided into 10 groups A�J. In Case

(a), the groups A�E, containing 1497 modi�er-head

pairs, are used for training data, and F�J, contain-

ing 1426 modi�er-head pairs, for test data. In Case

(b), the training groups and the test groups are in-

terchanged. All the sentences are annotated with the

correct dependency structure, with which the parsing

result is to be compared.

We de�ne some criteria concerning evaluation of

parsing results.

� Parsing accuracy is the number of test sen-

tences whose dependency structures determined

by parsing coincide with the annotation in the

database, divided by the total number of test

sentences.

� Dependency accuracy is the number of non-�nal

phrases whose heads determined by parsing coin-

cide with the annotation in the database, divided

by the total number of non-�nal phrases in the

test sentences.

� Adjacency accuracy is the accuracy of judgement

if two adjacent phrases are in modi�cation rela-

tion.

The evaluation results are averaged over the four

speakers, and over the two cases (a) and (b).

4.2. E�ectiveness of Prosodic
Information

Table 1 shows the parsing accuracy (Par), the de-

pendency accuracy (Dep), and the adjacency ac-

curacy (Adj) for the minimum total penalty pars-

ing (Prosody Used), and the deterministic parsing

(Prosody Not Used). Under any criterion, a higher

performance has been obtained when the prosodic in-

formation is used.

Table 1. The parsing accuracy (Par), the

dependency accuracy (Dep), and the adjacency

accuracy (Adj).

Prosody Par(%) Dep(%) Adj(%)

Used 52.6 86.7 93.1

Not used 45.8 83.6 91.7

4.3. Comparison of Prosodic Feature
Combinations

In order to investigate which prosodic feature is more

e�ective than others, parsing experiments have been

conducted for various combinations of the prosodic

features. Table 2. shows that the pause is more e�ec-

tive than the pitch and the power. When the pause

is included in the feature vector, the performance is

high, otherwise low. It is also noted that no perfor-

mance improvement has been made by adding other

features to the pause.

Table 2. The performance for various combinations

of prosodic features. Pitch means pitch-gap and

pitch-slope combined, and power means power-gap

and power-slope combined.

Feature(s) Par(%) Dep(%) Adj(%)

Pause 53.2 87.0 93.2

Power 49.5 86.0 91.4

Pitch 50.5 86.2 91.5

Pause + Power 53.2 86.8 93.2

Pause + Pitch 53.0 86.8 93.1

Power + Pitch 48.1 85.4 91.1

All 52.6 86.7 93.1

4.4. Parsing Accuracy vs. Sentence
Length

Fig.1. shows how the parsing accuracy changes with

the sentence length. Even if the prosodic informa-

tion is used, long sentences are di�cult to parse. It

should be noted, however, that the performance is

consistently improved with the use of prosodic infor-

mation over the whole range of sentence length.
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Fig.1. Parsing accuracy vs. sentence length.

Solid line: prosodic information used.

Dotted line: prosodic information not used.

4.5. Dependency Accuracy vs.
Dependency Distance

Fig.2. illustrates the dependency accuracy as a func-

tion of inter-phrase dependency distance. The graph

shows that long dependency distance is di�cult to

predict. However, prosodic information is still e�ec-

tive over virtually the whole range of dependency dis-

tance.
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Fig.2. Dependency accuracy vs. dependency

distance.

Solid line: prosodic information used.

Dotted line: prosodic information not used.

5. CONCLUSION

Five prosodic features were chosen, and the poste-

rior probability distribution of the inter-phrase de-

pendency distance given those feature values was es-

timated by using training data. By using the dis-

tribution together with the basic global and local

syntactic constraints for linguistic knowledge, pars-

ing experiments were conducted for read Japanese

sentences. The results were compared with baseline

results where no prosodic information was involved.

It has been shown under various evaluation crite-

ria, and for various sentence length, that the prosodic

features contain a signi�cant amount of syntactic in-

formation. Among the employed prosodic features,

the duration of pause was more e�ective than other

features related to the fundamental frequency and the

power. It does not follow immediately, however, that

the fundamental frequency and the power contain less

amount of syntactic information than the pause does,

because only a part of relevant information they con-

tain might have been utilized in this work.

Thus, our research plans include a search for phys-

ical features that better represent prosodic informa-

tion, as well as their better use for syntactic informa-

tion source. Also, a wider range of utterances includ-

ing spontaneous speech will have to be tested before

we reach the �nal conclusion.
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