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ABSTRACT

In this paper we propose a method for enhancement of
speech in the presence of additive noise. The objective is
to selectively enhance the high SNR regions in the noisy
speech in the temporal and spectral domains, without
causing significant distortion in the resulting enhanced
speech. This is proposed to be done at three different
levels: (a) At the gross level, by identifying the regions
of speech and noise in the temporal domain, (b) At the
finer level, by identifying the regions of high and low SNR
portions in the noisy speech, and (c¢) At the short-time
spectrum level, by enhancing the spectral peaks over spec-
tral valleys. Processing of noisy speech for enhancement
involves mostly weighting the LP residual samples. The
weighted residual samples are used to excite the time-
varying LP filter to produce enhanced speech.

1. INTRODUCTION

Speech signal collected under normal environmental con-
ditions is usually degraded due to noise and distortions.
Performance of speech systems depends critically on the
effect of these environmental conditions on the parame-
ters and features extracted from the speech signal [1}. The
quality of the recorded speech is also affected significantly
due to noise and distortions. Enhancement of speech is
normally required to reduce annoyance due to noise. The
focus of study in this paper is speech enhancement in ad-
ditive noise.

Several approaches were studied for speech enhancement
in additive noise [2], [3], [4], [5]. Most of these stud-
ies focussed on enhancement based on suppression of
noise [2], [4]. These methods disturb the spectral bal-
ance in speech, resulting in unpleasant distortions in the
enhanced speech. Speech enhancement has also been ac-
complished by smoothing the temporal contours of the pa-
rameters or features, like spectral band energies [6]. The
smoothing reduces random fluctuations in the parameter
contours caused by noise. The parameters of speech are
usually related to short—-time spectra, and hence smooth-
ing the temporal variations of spectral features may some-
times introduce unnatural spectral changes which are per-
ceived as distortions in the enhanced speech.

In many of the above mentioned attempts, no effort has
been made to study the characteristics of the source sig-
nal, like the linear prediction (LP) residual, for example,

for enhancement. The primary reason for this is that the
residual is an uncorrelated error signal, and hence it is
noise-like. It is not expected to have any features use-
ful for speech enhancement. However, we show in this
paper, that features of the residual error signal can be
exploited for enhancement of speech in the presence of
additive noise.

In the next section we discuss the objective and scope of
our study in this paper. We also discuss the character-
istics of noisy speech and the basis for the approach. In
Section 3, we develop methods for speech enhancement
based on the characteristics of the LP residual of a noisy
speech signal. We propose enhancement at three levels,
each level improving some feature of speech in the noisy
signal, without significantly affecting the quality. In Sec-
tion 4 we discuss the application of the proposed method
for different types of additive noise.

2. BASIS FOR THE METHOD

Humans beings perceive speech by capturing some fea-
tures from high SNR regions in the spectral and temporal
domains, and then interpolate at various levels by captur-
ing features in the low SNR regions. Therefore, speech en-
hancement should primarily aim at highlighting the high
SNR regions relative to the low SNR regions. This rel-
ative emphasis of features in the high SNR regions over
the features in the low SNR regions should be accom-
plished without causing distortions in speech, which oth-
erwise may cause annoyance of a type different from that
due to additive noise. The objective in this study is to
accomplish this enhancement by suitably modifying the
source and system features of speech production in the
signal.

2.1. Background

Before we proceed to discuss our approach, let us briefly
review some characteristics of noisy speech. The speech
signal has a large (30-60 dB) dynamic range in the tem-
poral and spectral domains. For example, in the tem-
poral domain, some sounds have low signal energy, espe-
cially during the release of stop sounds and in the steady
nasal sounds. Speech signal energy is also low prior to
the release of a stop sound and in the fricative sounds.
Even within a pitch period of voiced sounds, due to the
damped sinusoidal nature of the impulse response of the
vocal tract system, the signal energy is usually higher in



the vicinity of the major excitation of the vocal tract sys-
tem, which is the instant of glottal closure in each pitch
period [7]. Even in the spectral domain, due to the large
dynamic range of the speech signal, the spectral levels for
large amplitude formants will be typically much higher
(20-30 dB) than the levels of low amplitude formants. For
a given additive white Gaussian noise (AWGN), the SNR
varies as a function of frequency in the spectral domain.
Thus SNR is different in different segments of speech in
both time and frequency domains.

2.2. Noise in the LP Residual

Typically, noise samples are uncorrelated, whereas speech
samples are correlated. In the presence of additive noise,
spectral flatness of speech increases, becoming more flat in
the low SNR portions of the spectrum. Also, the low am-
plitude regions in the signal contain samples that are less
correlated. Thus, as the noise level increases, the weaker
spectral features and the low energy signal features will
be progressively submerged in the noise. The proposal in
this paper is to capture the high SNR portions to the ex-
tent possible, and enhance them relative to the low SNR
portions, without causing significant distortion in the en-
hanced speech. Note that from human perception point
of view, some background noise is tolerable, but not the
distortion caused by the artifacts of processing.

We will exploit the characteristics of the LP residual of
noisy speech to accomplish speech enhancement. We at-
tempt to enhance the residual in the regions around the
glottal closure in the voiced speech segments and reduce
the energy levels of the residual in the unvoiced and silence
regions. By exciting the time-varying LP filter (derived
from the noisy speech) with the modified residual we can
produce a significantly enhanced speech without causing
much distortion.

The LP residual can be derived for the noisy speech using
a frame of about 25 ms duration and a frame rate of about
100 frames per second. Note that even in the LP residual
of noisy speech, the SNR in different regions remains same
as in the noisy speech. Thus SNR as a function of time or
frequency is exactly same in both the noisy signal and the
residual. Inverse filtering merely reduces the correlation
between samples existing in the noisy speech signal. Since
the residual samples are uncorrelated, the SNR as a func-
tion of time can be studied using much smaller windows
(1-2 ms) than the windows (10-30 ms) normally used in
short-time spectral analysis. Thus the truncation effects
of the analysis window are significantly reduced.

2.3. Spectral Flatness

For each small segment of the residual signal, the energy
ratio of the noisy signal and the corresponding portion of
the residual gives an indication of the amount of reduction
in the correlation of the signal samples. This also gives an
indication of how much the signal spectrum is flattened
in the residual. If the signal spectrum is already flat,
then the ratio of the energies of the noisy signal and the
residual signal in the short (1-2 ms) segment will be nearly
unity. Otherwise, the ratio will be quite large. Note that

for noisy segments this ratio of energies will be nearly
unity. Thus the ratio of the energies gives an indication
of the signal and noise regions of the signal. Using a 12 th
order LP analysis, the ratio of energy values for a 10 dB
SNR situation (see Fig. 1(a)) computed for each 2 ms
frame is shown in Fig. 1(b). Note that even weak signal
regions are discernible in the ratio plots. (The noisy signal
in Fig. 1(a) is generated by adding white Gaussian noise
to a clean speech signal). The ratio can be interpreted
as the inverse of spectral flatness of the noisy signal, the
maximum flatness being one, corresponding to the energy
ratio of 0 dB.

Because of the uncorrelated nature of the residual sam-
ples, these samples can be manipulated to some extent
without producing significant distortions in the recon-
structed speech [8]. It is this manipulative capability of
the residual we would like to exploit for enhancement in
our study.

3. MANIPULATION OF LP
RESIDUAL

The basic principle of our approach for speech enhance-
ment is to identify the low SNR regions in the LP residual,
and derive a weight function for the residual signal which
will reduce the energy in the low SNR regions relative to
the high SNR regions of the noisy signal. The residual sig-
nal samples are multiplied with the weight function, and
the modified residual is used to excite the time-varying
LP filter derived from the given noisy speech to generate
the enhanced speech. Speech enhancement is carried out
at three levels: (a) At gross level based on the overall
smoothed inverse spectral flatness characteristics, (b) At
finer level (1-2 ms) based on the relative inverse spectral
flatness and the relative residual energies between adja-
cent frames, and (c) At spectral level to enhance the fea-
tures in the short-time (10-20 ms) spectrum that could
not be affected by the fine level operations.

3.1. Gross Temporal Level

At this level the regions corresponding to low and high
SNR regions are identified from the characteristics of the
LP residual. A weighting function for the residual sam-
ples is derived based on smoothed inverse spectral flat-
ness characteristics of the inverse filtering operation on
the noisy speech signal. The inverse flatness character-
istics are derived by computing the ratio of the energy
in the noisy signal to the energy in the residual in each
short interval of about 2 ms. The LP residual signal itself
is derived from the noisy speech using a 12 th order LP
analysis on each 25 ms frame overlapping by 16 ms. Note
that the frame size, frame rate and the LP order are not
critical for this study. The ratio gives an indication of the
inverse spectral flatness as a function of time. The inverse
flatness plot is smoothed using a 17 point Hamming win-
dow. The size of the smoothing window is also not very
critical. The low SNR noisy regions have an inverse flat-
ness close to unity (0 dB), and the high SNR regions have
a high inverse flatness value. A weight function is derived
from the smoothed inverse flatness characteristics in such
a way that the residual signal regions corresponding to



flatness near unity (0 dB) are reduced in energy relative
to the regions with high inverse flatness. A mapping func-
tion of tanh(z) type can be used to map the smoothed in-
verse spectral flatness values to the weight values for each
short frame of 2 ms residual signal data. The parameters
of the function are determined by the overall behavior of
the smoothed inverse flatness function. The weight values
for each frame are further smoothed using a 2 ms window
to compute the running average across time. Thus we
can generate a weighting function for each sample of the
residual as shown in Fig. 1(c). The weighting function
clearly indicates the low and high SNR regions.

3.2. Finer Temporal Level

For voiced segments, if the SNR is low in some short (1-
2 ms) segments, then the residual in those regions can be
given lower weightage compared to the adjacent higher
SNR segments. This is likely to happen for the regions
corresponding to the open glottis portion in each pitch pe-
riod due to damping of the formants. The fluctuations in
the residual energy contour for short (2 ms) segments il-
lustrate the energy differences between adjacent segments.
A weighting function at the fine level can be derived from
the residual energy plot, by deemphasizing the frames
corresponding to the valley frames relative to the peak
frames. But for noisy speech, the residual is noisy and so
the short-time (2-3 ms) energy of the residual may not be
reliable to use as a weight. Hence, the Frobenius norm [9]
of the toeplitz matrix (see (1) below) constructed using
the noisy speech samples in a frame of 2 ms duration can
be used to represent the short—time energy of the cor-
responding frame of LP residual [10]. Though indirect,
this method has the advantage of exploiting the envelope
information in the noisy speech waveform. The toeplitz
prediction matrix X is given by

[ Tp+1 Zp L2
Tp+2  Tpt1 T2
X= ) (1)
ZTp+1
L M IM-1 ITM—p J

where z1,%2,...,2Mm are the noisy speech samples in a
frame of length M (which is 22 for 2 ms duration at 11 kHz
sampling) and pis the linear prediction order (12-14). The
Frobenius norm is computed for every sample shift of the
2 ms frame. The weighting function is derived using the
adjacent frame differenced log residual energy plot. The
weight values are dictated by the amount of change from
peak to valley point. The maximum change is restricted
to the interval 0.1 to 1.0, although this setting is again not
very critical. The finer weighting function derived using
this range is shown in Fig. 1(d). The overall weighting
function is obtained by multiplying the gross weighting
function derived from the smoothed flatness plot with the
fine weighting function derived from the residual energy
plot. The final weighting function for the residual sam-
ples is shown in Fig. 1(e). Enhanced speech is generated
by exciting the all-pole filter with this modified residual.

3.3. Spectral Level

The LP filters for segments of size 30 ms, has both high
and low SNR regions of the signal. In the reconstruction,
even though the LP residual is deemphasized in the low
SNR regions, the LP filter for each of the 30 ms segment
dominates the system characteristics in the reconstructed
speech signal. Therefore it is necessary to improve the
system level spectral characteristics. One way of doing
this is to obtain the LPCs for shorter segments from noisy
speech, so that for the high SNR segments the LP filter
will be close to the true one. For the other segments the
filter characteristics are deemphasized in the reconstruc-
tion due to deemphasis of the corresponding residual. But
unfortunately, we do not have a good method of estimat-
ing the LP filter for short (< 10 ms) segments.

One way to address this problem is to use a low (2-3) order
inverse filter for the noisy speech first, and then use a high
(8-10) order LP analysis on the residual from the low order
inverse filter using short (5 ms) segments, with a shift of
2 ms between segments. Now the LP filter is a cascade
of the two filters for each 2 ms intervals. The residual
is computed by using the two levels of inverse filtering,
and it is manipulated as described before. The modified
residual is used to excite the time varying cascaded filter
updated every 2 ms to generate the enhanced speech.
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Figure 1: (a) Speech signal for the utterance "any dic-
tionary” with an average SNR of 10 dB. (b) The ratio of
energy values for 10 dB SNR case for each 2 ms frame.
(c) The smoothed gross weighting function. (d) The fine
weighting function. (e) The final weighting function.

4. STUDIES ON DIFFERENT
TYPES OF NOISES

The proposed method works fairly well for different noise
levels. The degradation is gradual and graceful as the
noise level is increased. It is important to note that the
thresholds for deriving the weighting function could be



adjusted so as to obtain an acceptable trade off between
reduction in noise annoyance and degradation in speech
quality based on perceptual impressions of the enhanced
speech.
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Figure 2: (a) Spectrogram for 10 dB SNR speech cor-
rupted by cockpit noise. (b) Spectrogram for enhanced
speech using spectral level manipulation besides gross and
fine level weighting.

We tested our algorithm on several samples of speech cor-
rupted by AWGN. Informal listening tests indicated con-
siderable reduction of annoyance in the processed sam-
ples. The method works well even for colored additive
noise. Fig. 2(a) shows the spectrogram of speech cor-
rupted by noise recorded in the cockpit of an F16 air-
craft [11]. The average SNR is adjusted to 10 dB. We
note from the spectrogram that the cockpit noise exhibits
both wideband as well as narrowband (spectral lines at
approximately 3000 and 4500 Hz) nature. Fig. 2(b) shows
the spectrogram of enhanced speech. The enhancement is
carried out using the algorithm proposed in the previous
section in three iterations. We found that the enhance-
ment was better when carried out in small steps over two
or three iterations rather than in one large step. In each
iteration, mild enhancement can be obtained by using
suitable values for the thresholds in the tanh(z) mapping
function. For nonwhite noise situations, the minimum
value of the inverse flatness is used to derive suitable val-
ues for the thresholds in the mapping function.

5. SUMMARY AND
CONCLUSIONS

In this paper we have presented a new approach for en-
hancement of speech based on LP residual. The method
uses the fact that in noisy speech the SNR is a function
of time and also of frequency. By enhancing the high
SNR regions relative to the low SNR regions, the an-
noyance due to the background noise is reduced without
significantly distorting the quality of speech. This is ac-
complished by identifying the low and high SNR regions
based on inverse spectral flatness characteristics in short
(2 ms) of time frames. The inverse spectral flatness in-
formation is derived using the ratio of energies in the LP
residual of the speech and the noisy signal in each 2 ms

segments. The spectral flatness characteristics are used
to derive a weighting function for the residual signal at
gross level, and the residual signal energy to derive the
weighting function at finer level. The two weighting func-
tions are multiplied to get the overall weighting function
for the residual. Since no direct spectral manipulation
is involved, this method does not produce the type of
distortions which the spectral subtraction and smooth-
ing methods produce. It is interesting to note that the
various parameter values used in processing, such as LP
order, analysis frame sizes etc., are not critical.
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