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ABSTRACT

speech database maintenance, communication between the
individual programs and data transfer.
In the article the focus is put on educational aspects of

the speech processing science. A set of tools that haves @ result of our effort, a workbench-like system named
been developed with the aim at presenting, visualizing VISPER (Visual Speech Processing) was created in 1997,

and explaining basic topics of speech recognition is 1t is @ graphic (PC based) system consisting, at present, of
described. The set consists of programs, like a signalﬁve autonomous units: the S,‘g,“al Pr"ﬁlerj the DTW Ex-
analysis unit, a dynamic time warping algorithm (DTW) plorer, the Vlsu?.l Markov training and te.stmg.tools and the
explorer and hidden Markov model (HMM) investiga- YISPER Organizer. The whole system is oriented on ex-
tion tools, that are integrated into a single environment Plaining major aspects of the isolated-word recognition
and allow for easy and highly illustrative learning task.. Sugh a task seems to be an appropriate one for intro-
through experiments with real speech data. duction into the speech processing area.

1 INTRODUCTION 2. SPEECH DATA VISUALIZATION

d here exist a lot of speech analysis tools that provide most
of the standard signal processing functions together with a
visual presentation of the input and output data. Among
them, theWaves+package [4] is probably the best-known
versities open undergraduate and postgraduate course@n€: However, not many of such tools have been designed
on SNLP. In Europe, a scheme of collaboration in edu- 17 the PC platform, which makes their broader use in
cation has been created under the Socrates program [1](_aducat|on rath?r expensive. Also none of the tools,.at I.east
Also an increasing number of textbooks on speech Ioroc_to the authors’ knowledge, allows direct communlcatlon_
essing has appeared recently (e.g. [2], [3]) together with and dqta transfer to othgr tools that perform tasks associ-
latest versions of supporting software like, for example, t€d with speech recognition.

The recent progress in the speech and natural languag
processing (SNLP) domain has been reflected not only
by a large interest of the commercial sphere but also by
a growing number of educational activities. Many uni-

that of Entropic Research [4].

Yet, there seems to be a lack of tools that could help
students and other interested people in getting an appro-
priate starting knowledge and experience in speech
topics. Some of the existing software allow to learn on
the experimental base, however, it is often just a run-
test-see-result approach. We believe that a good educa-
tion program should offer more. It should demonstrate
and explain the methods and their principles rather than
only emitting numbers, scores, etc., which is an essential
demand, particularly, in such complex areas like, for
example, the hidden Markov models (HMM).

Our initial attempts on the educational software field
date to 1995 when we presented the first version of the
Visual Markov package [5]. It has been offered for free
use at universities and research institutes and found a
warm response in the speech community. Later, some
other teaching and visualization tools followed [6]. The
next, quite natural, step was to integrate all the tools into
one environment that would allow for easy use. Moreo-
ver, the environment should provide a necessary support
to all kinds of experiment work, such as data recording,

When designing th&ignal Profiler program (see Fig.1)

we aimed at creating an easy-to-use tool that would ac-
complish most of the signal processing tasks. It was to
provide a user by speech recording options with automatic
detection of spoken utterances, by signal visualization and
audition facilities, by computation and plotting of widely
used speech features and by displaying spectral character-
istics of the signal. Moreover, the program was to ease
recording of speech databases and provide a simple access
to other speech recognition tools.

The largest panel in the Signal Profiler is devoted to the
speech signal corresponding to a single word (or single
utterance). The displayed signal is partitioned to 3 zones; a
main zone containing the (automatically detected) speech
signal and two margin zones with pieces of the signal pre-
ceding and following the utterance. Any frame of the sig-

nal can be selected and displayed in detail in the frame
panel. Moving a mouse pointer along the signal waveform
results in a synchronized show of frames. Optionally, the
frame panel can present some other plots relative to the
displayed frame, e.g., the ,hamminged” signal or short

time spectrum plots.
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The DTW Explorer’s screen is
shown in Fig.2. We may notice

| VISPER | two regions in the screen lay-
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pair of speech signals to be
matched. The upper is a tested
word, the lower is a reference.
Both of them are represented

Word: |ui|_.ﬂ1-l.

e by a selected feature (e.g. en-
ergy). The plots, though simpli-
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fied by a one-dimensional pro-
jection of the original feature
space, give the user at least an
approximate view on the signal
contours and duration. The
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latter is explicitly shown as the
number of (10 ms long) frames.

For each of the two signals

there are two similar windows
available. The upper always
shows the original, the lower
displays the signal after the
. ) ) warping procedure. The time-
A group of six feature panels serves for displaying pa- aligned signals as well as the local, accumulated and global

rameters from a given feature set. In our case the Selgisiances are displayed in the lowest of the windows.
consists of 20 components: 8 cepstral coefficients to-

gether with their deltas, energy and its 1st and 2nd de-The large panel in the right half of the program screen
rivatives and a spectral variation function (SVF). The gives a detailed clarification of the time-alignment prob-
latter parameter, defined in [7], was chosen because itlem. This is achieved by visualizing the space where the
may help a user in identifying and realizing boundaries test-reference mapping is searched. Here, the Explorer
between stationary speech segments. The last panepffers three visualization modes. In the simplest one, the
displays a rough estimate of the signal spectrogram with Warping path is shown - in the classic way - as a polyline in

2 options available; either a color 2D plot or a 3D view. the xy plain. The second mode adds colors to the plain and
presents the DP problem as a search in a cartographic map.

The Signal Profiler operates in 2 basic modes: a speechyet, the most illustrative explanation of the DTW align-
recording mode and data observation mode. In both thepent is provided by a 3D plot (shown in Fig.2) where the

e —— .

Fig.1. The Signal Profiler unit operating in the data observation mode

modes the program can communicate with the other . s elevation corresponds to the local distances.

speech processing tools described in the next sections.

3. VISUALIZATION OF RECOGNITION
PROCEDURES

What makes the VISPER system unique is that it fo-
cuses not only on classic visualization of data but also
on visual demonstration of procedures and algorithms
applied in speech recognition. The two techniques cho-
sen for the demonstration are the Dynamic Time Warp-
ing (DTW) algorithm and the Hidden Markov Models in
their continuous version (CDHMM).

3.1 Dynamic Time Warping

The DTW technique was the first of the methods that
made speech recognition feasible under some limited
conditions. Though it has been later overcome by the
introduction of HMMs, its knowledge is still essential
for understanding the principles of modern speech rec-
ognition systems. That is why a unit named DTW
Explorer has been added to the VISPER package.

In order to increase the visualization effect, all the plots
associated to a DTW match are synchronously animated.
As the warping path is drawn (e.g. in the mountainous
landscape), the warped and aligned signals in the left part
are plotted simultaneously. The animation can be con-
trolled by a set of command buttons.

A wide variety of system options allows for extensive
investigations. The user can choose from various DTW
algorithms as they were introduced in classic literature
(e.g. [8],[9]), set up different local and global constraints,
select features and distance measures, etc. It is also possi-
ble to make automatic reporting from the experiments and
print out the results together with graphic illustrations.

3.2 Continuous HMMs

The technique of continuous HMMs has been widely used
in speech recognition since late 1980s. Though some good
textbooks on HMMs have been published (e.g. [10]), for
many students it is difficult to achieve full understanding
of the technique that utilizes a high level of abstraction.
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The graphic design of the tools
(Fig.3) allows to observe either
all or several selected states of a
Markov model. Each state has its
own window where the output
pdf is displayed as a 3D function Aar mrping T
of two optionally selected fea-
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the upper right corner of each of
the windows, the probability of
staying in the state is printed.
The last window (info window)
is used to show some relevant
statistics concerning either the
training or matching procedure (e.g. the number of it-
erations, the current likelihood score, etc.)
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Fig.2. The DTW Explorer performing a visual match between two words

As in the previous case, the user have a variety of choices
and options; the selection of the word and the model, the
two displayed features, the plot parameters, etc. A set of
3.2.1 CDHMM training buttons allows him or her to control the animation flow.
The training is based on the standard CDHMM scheme:

first a k-means initialization and then the Baum-Welch 4 INTEGERIG\IE%EEF;\I?MENTAL
reestimation. The process of training is animated and

displayed in |terat|on_steps so that the evolution of the The VISPER Organizer is responsible for preparing and
model states and their parameters can be observed. (Th%anaging the experiments
visual demonstration is interesting, particularly, in case '

ofa multl-n}lxtﬁre pdf.) '(Ij'he Ink;‘o V(\j”,ndt)w,glvef] a global creation of the vocabularies, defining the conditions for the
overview of the procedure by displaying the current experiments as well as preparing training, reference and

process §tatus (initialization, reest.lmalltlon, termination), test data. It also starts and controls all the programs neces-
the iteration counter and the total likelihood score.

Its main tasks include the
maintenance of the speech database and the disk space,

sary for a session and ensures their communication.

The user can choose from a wide range of options; he 0o simplify the organization and launching of the experi-

Sh_e can Setdu? the model parl?met?]rs (numbers of State%ents, the VISPER environment offers several standard
mixtures an eatures) as well as the system parameter%peraﬁon modes:

(the features to be displayed, 3D plot settings, etc.)

Database recording
3.2.2 CDHMM matching Signal observation
The matching between a word and a model is presented DTW matching
in the same graphic layout. The procedure used is the HMM training

Viterbi algorithm. It is demonstrated by means of a
green ball traveling through the visualized model states.
Each of its travel stops corresponds to one speech
frame. The actual position of the ball is determined by
the currently processed frame vector and by the Viterbi
decoder that had estimated the most likely state se-
quence. The evolution of the log likelihood score can be
observed in the info window and compared with the
score achieved for the best model. This gives the student
a nice opportunity to see how much the model fits the
utterance, both on the local and global level.

HMM matching
Signal investigation and recognition

Nk =

Real-time speech recognition

While the first 5 option are so called single modes (only
one functional unit operates at a time), in the last 2 modes
all the program units are employed simultaneously. For
example, in mode 7: an uttered word is automatically de-
tected, displayed by the Signal Profiler, immediately rec-
ognized (using either of the recognition techniques) and
ready for demonstrating the visual match.



= B

CDHMM training process Yisual Markov |

Sustem  Dptions

Break | > | <
Press REPEAT to repeat animation or NEXT MODEL to skip to "naprawo'"
§1 _ Trans: 0.89 52 Trans: 0.78 53 Trans: 0.87

cep3
Model:

States: 8
Mixtures: 3

Part: FINAL
lteration: 4
Total score: -5813.75

cep3

Fig.3. The Visual Markov demonstrating a training of a 8-state 3-mixture model

The main advantage of this arrangement is that the stu-[3] Rabiner, L., Juang, B.H.: Fundamentals of Speech
dent does not have to care about any extra and auxiliary Recognition. MacGraw Hill, New York, 1993.
Y Inst_ead, etk f(_)cus_ Just on the |dge_1 .and[4] ESPS Waves+ and HTK Manuals, Entropic Research
the experiment. A sample session including a definition X

. Laboratory, Cambridge, 1996 - 1997.
of a new vocabulary, recording reference data and test-
ing them in real-time DTW recognition may take just a [5] Hajek D., Nouza J.: Unhiding Hidden Markov Models

couple of minutes.

5. CONSLUSIONS

The system and the tools described in the paper have
been developed with the aim to make teaching and
learning topics of the speech processing science more
attractive and better understandable for students. The
visual tools might be appreciated also by other inter-
ested people who want to learn more about speech and
the methods of its recognition.
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