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ABSTRACT

This paper proposes and analyzes mathematically an in-
teractive strategy to recover from misrecognition of ut-
terances including multiple information items through a
short conversation with a speaker. First the speech rec-
ognizer in a dialogue system recognizes an utterance and
evaluates the reliability of each item contained in it. The
dialogue system accepts only those items of which the
reliability is high, while it rejects the items which are
unreliably recognized, or con�rms the content of them.
The paper, given the performance of the recognizer, de-
rives two quantities Pac and N , which can describe the
performance of the dialogue system using this interactive
strategy: Pac is the probability that all information items
included in user's utterance are conveyed to the system
correctly, and N is the average number of turns taken
between the user and the system until all the items are
accepted.

1. INTRODUCTION

A number of studies on spoken dialogue systems have been
conducted based on the stochastic speech recognition[1,2].
However, it is still di�cult to correctly recognize casual
utterances often observed in human conversations. Many
interactive methods have been reported to recover from
recognition errors. However, most of them have been em-
pirical, and not involved the mathematical analysis [3].
We have proposed and mathematically analyzed a dia-
logue control strategy to relieve speech recognition er-
rors[4,5]. This strategy makes a dialogue system accept
those utterances which are reliably recognized, but reject
those or con�rm the content of those which are unreliably
recognized. It has, however, dealt with utterances equally
regardless of an amount of information contained.

In this paper we pay attention to the number of infor-
mation items included in an utterance. By information
item we mean, for example, keywords necessary to build
a query command in the information retrieval task. We
expand the dialogue control strategy mentioned above so
as to involve an e�ect of the number of items under the
assumption that the reliability in recognizing items can
be evaluated independently of their location in an utter-
ance. Then we, given the performance of the recognizer,
derive two quantities Pac and N , which can describe the
performance of the dialogue system using this interactive
strategy: Pac is the probability that all information items

included in user's utterance are conveyed to the system
correctly, and N is the average number of turns taken
between the user and the system until all the items are
accepted. In other words, the paper gives a quantitative
relation among the complexity (the number of items) of
utterances which can be used in dialogues, the perfor-
mance of a dialogue system and that of the speech recog-
nizer used in it.

Section 2 gives a brief description of an expanded strat-
egy and assumptions made on the performance of a speech
recognizer. Section 3 derives two formulae which can be
used to evaluate the performance of a dialogue system.
Finally section 4 explains how to apply the derived for-
mulae to design a dialogue system.

2. INTERACTIVE STRATEGY TO

RECOVER FROM

MISRECOGNITION

2.1. Interactive strategy

In this section we propose an interactive strategy to re-
cover from speech recognition errors. Consider the fol-
lowing dialodue situation to imagine how the proposed
strategy works. A speaker in front of the dialogue sys-
tem produces an utterance containing several information
items, for example, three items. The dialogue system rec-
ognizes this utterance and computes the reliability of each
item. Suppose the system decided to con�rm the �rst and
second items and to reject the third item depending on
the values of thier reliabilities. To con�rm the �rst and
second items the system produces an utterance like \Is the
�rst item XXX and the second YYY ?". The speaker is
supposed to respond to this con�rmation by a simple ut-
terance like \Yes and no.", which means that the �rst item
is correct while the second is not. We will call \yes" and
\no" response items below. The system recognizes this
simple response and computes the reliabilities of the two
response items. If it accepts both items, then the system
assures that the �rst item has been recognized correctly
while the second has not. It already knows that the third
item should be rejected. So to prompt the speaker to
reinput the rejected items, it produces an utterance like
\Please speak again of the second and third items." This
cycle will continue until all the items are accepted.

To mathematically analyze this interactive dialogue con-
trol strategy, we assume the followings for the perfor-



mance of the speech recognizer in a dialogue system.

(1) The speech recognizer can compute the reliability
R(Ii) in recognizing each item Ii contained in an ut-
terance.

(2) R(Ii) is positive and the reliability is as high as R(Ii)
is small. An example of R having this property is
�logP (IjA) where P (IjA) is the posterior probability
of an item I givenA which is the acoustic data stream
of I[6].

(3) R is independent of the content and the location of
an item in an utterance.

(4) Only substitution errors of items occur in the speech
recognition, but insertions and deletions do not oc-
cur. This assumption is not practical, but is made
for mathematical simplicity.

Under these assumptions the proposed interactive recov-
ery strategy can be stated formally as follows.

(1) A speaker produces an utterance including n infor-
mation items.

(2) For each item Ii the dialogue system computes R(Ii)
and then takes one of the following three actions.

c1 If R(Ii) � �1, the dialogue system accepts an Ii. Let
� be the probability that an item is accepted, and p

the probability that the accepted item has been rec-
ognized correctly. � and p are generally dependent on
�1, � being proportional but p inversely proportional
to �1.

c2 It con�rms the content of Ii, if �1 < R(Ii) � �2. Let
� be the probability that the con�rmation is made,
and q be the probability that the con�rmed item has
been recognized correctly.

c3 It rejects Ii if R(Ii) > �2. The probability for this is

 = 1� �� �. We call these four probabilities �, �,
p and p recognizer's parameters below.

(3) The dialogue system produces an utterance to con-
�rm all the items it has decided to con�rm.

(4) The speaker is supposed to respond to this con�rma-
tion simply using \yes" and \no".

(5) The dialogue system accepts only those a�rmative
responses ri's of which R(ri) is less than or equal
to �3 and rejects the negative responses and the re-
sponses which are unreliably recognized. Let � be
the probability that a response item is accepted and
s the probability that the accepted response has been
recognized correctly.

(6) The dialogue system lets the speaker to know what
items have been rejected and prompts him or her to
speak again of them.

(7) The speaker produces the directed utterance.

This cycle from (2) to (7) will continue until all the items
are accepted.

2.2. The recognizer parameters

In this section we consider how to estimate the four rec-
ognizer parameters �, �, p and q. First recognizing many
items included in training utterances by a speech recog-
nizer to be used in the dialogue system, we have a recog-
nition result, "correct" or "incorrect", and its reliability
measure R(I) for each item I. Then we can create two
histograms of R(I) for the correct recognition and the in-
correct recognition. Let NT (x; y) and NF (x; y) denote
the accumulated frequency of the correct and the incor-
rect recognitions respectively for which x < R(I) � y. By
using these notations, the four recognizer parameters �,
�, p and q can be de�ned as follows:

� = N(0; �1)=N(0;1)
� = N(�1; �2)=N(0;1)
p = NT (0; �1)=N(0; �1)
q = NT (�1; �2)=N(�1; �2)

9>=
>;

(1)

where N(x; y) = NT (x; y) +NF (x; y).

3. ANALYSIS OF THE STRATEGY

3.1. Simpli�ed version of the strategy

First we analyze a simpli�ed version of the interactive re-
covery strategy stated in the previous section. The strat-
egy is simpli�ed in that the dialogue system uses only
rejection as a means of recovering speech recognition er-
rors. Accordingly the steps (3), (4) and (5) of the strategy
are omitted.

The operation of a dialogue system using the simpli�ed
strategy can be described by a Markov process as shown
in Fig. 1, in which a state uk indicates a situation where
a speaker is to produce an utterance containing k items,
and the state u0 indicates the situation where all the items
contained in an utterance have been accepted. A transi-
tion from a state uk to a state ul means that receiving
an utterance containing k items the dialogue system ac-
cepts (k� l) items and tells the speaker not to accept the
rest items. In particular, a self-loop where k is equal to
l means that none of items can be accepted. If a speaker
produces an utterance containing n items at the outset,
the process in which this utterance is completely accepted
is represented by a sequence of state transitions originat-
ing from the state un, traveling several states and ending
at the state u0. This sequence will be called a transition
sequence below.

un uk ul u0

Figure 1: State transition diagram of a dialog system

Now the dialogue system is assumed to be in a state uk.
Let N(k) be the average number of turns taken between



the system and the speaker during a transition sequence
from uk to u0 and Pac(k) be the probability that all of
items is recognized correctly during this transition se-
quence. The states to which a direct transition can occur
from the state uk are states ul(0 � l � k). Since the
probability that an item is accepted is �, the probability
p(k; l) of a state transition from uk to ul is kCl�

k�l



l,

where 
 = 1� �. In one of these state transitions except
the transition to the state u0 two utterances are produced;
one is an utterance of the speaker and the other is an ut-
terance of the system to ask the speaker to reproduce un-
accepted items. Since the average number of utterances
produced by the speaker and the system during a transi-
tion sequence from ul to u0 is N(l), the average number
of utterances produced during a transition sequence from
uk to u0 via ul(1 � l � k) is N(l) + 2. Thus we have the
following recursive formula for N(k).

N(k) =

kX
l=1

p(k; l)(N(l) + 2) + p(k; 0) (1 � k � n)

(2)

The second term of the right hand side of the above for-
mula corresponds to the direct transition from uk to u0,
in which the dialogue system does not speak. We can
rewrite eq. (2) as follows.

N(k) =
1

1 � 
k

hk�1X
l=1

kCl�
k�l



l

N(l)+2��k

i
(1 � k � n)

(3)

Since N(1) = 2=� � 1, we can compute N(n) recursively
for any n.

Next we consider Pac(k). (k�l) items are accepted during
a state transition from uk to ul. The probability pac(k; l)
that all of these items are correctly recognized is p

k�l.
Using this notation, we have a formula on Pac similar to
eq. (2).

Pac(k) =

kX
l=1

p(k; l)pac(k; l)Pac(l) (1 � k � n) (4)

where Pac(0) = 1. By the mathematical induction we
have

Pac(k) = p
k (1 � k � n): (5)

3.2. Full version of the strategy

In this section we will consider the dialogue system us-
ing the full version of the interactive recovery strategy in
which all the steps stated in section 2.1 might be taken.
The operation of this dialogue system can also be de-
scribed by the Markov model shown in Fig. 1. The detail
of the operation, which is illustrated in Fig. 2, is more
complicated than the operation descrived in the previous
section.

As shown in Fig. 2, there are three pathes by which an
item is accepted by the dialogue system. These are (1)
path 'accepted', (2) path 'con�rmed-yes-correct' and (3)
path 'com�rmed-no-incorrect'. The meaning of the �rst
path is that an item is directly accepted by the condition
(c1) in the step (2) of the strategy. The meaning of the
second path is that the a�rmative response to a con�rmed

accepted

confirmed

rejected

accepted

rejected

yes

no

correct

incorrect
u

luk

α

β

δsq

1-q

γ

δ (1-s)

Figure 2: The operation performed during the transition
from uk to ul.

item is correctly accepted, and the meaning of the third
path is that the negative response to a con�rmed item is
incorrectly accepted as an a�rmative response. However,
the dialogue system cannot distinguish between the sec-
ond and third pathes, because it accepts only those of the
con�rmed items of which the response has been recognized
as an a�rmative one.

In order to compute the probabilities p(k; l) and pac(k; l)
which have been introduced in the previous section, we
�rst consider the probabilities associated with the three
pathes. By referring to the de�nitions of the recognizer
parameters described in section 2, the probability that the
�rst path is taken is �, and the probability that the item
accepted by this path has been recognized correctly is p.
The probability that either of the second and third pathes
is taken is �� where � = �[qs + (1 � q)(1 � s)], and the
probability that the item accepted by either of the second
and third pathes has been recognized correctly is �qs=�.
From these considerations we have,

p(k; l) = kCl(� + ��)k�l(
 + �(1� �))l (6)

pac(k; l) = kCl(�p + ��qs)k�l(
 + �(1 � �))l (7)

Now we consider N(n) and Pac(n) for the full version
of the interactive recovery strategy. As previously stated
(k� l) items are accepted during the state transition from
uk to ul. These items are accepted by one of the pathes
shown in Fig. 2. If at least one of them is accepted by
the second or the third path, four utterances are produced
during the transition; the speaker must speak at the steps
(1)(or (7)) and (4), and the dialogue system at the steps
(3) and (6). On the other hand, if all of them are accepted
by the �rst path, only two utterances are produced, be-
cause the steps (3), (4) and (5) are omitted in this case.
The probability p

0(k; l) for this special case to occur can
be written as kCl�

k�l



l, where 
 = 1 � � � �. Further-

more, if the destination of the transition is u0, the number
of the utterances produced in each case reduces by one,
because the interaction between the speaker and the di-
alogue system terminates at the step (5). Thus we have
the following recursive formula for N(k).

N(k) =

kX
l=1

f(p(k; l) � p
0(k; l))(N(l) + 4)

+p0(k; l)(N(l) + 2)g + 3(p(k; 0)� p
0(k; 0))

+p0(k; 0) (1 � k � n) (8)



Substituting kCl�
k�l



l for p0(k; l), we can rewrite eq. (8)

as follows.

N(k) =

k�1X
l=1

p(k; l)N (l) + 4 � (� + ��)k � 2(� + 
)k

1� p(k; k)

(1 � k � n) (9)

Next we consider Pac(n). Eq. (4), the recursive formula
for Pac(k), holds for the full version of the interactive
recovery strategy. Substituting eqs (6) and (7) for p(k; l)
and pac(k; l) in eq. (4) respectively, we can rewrite it as
follows.

Pac(k) =

k�1X
l=0

kCl(�p+ ��qs)k�l(
 + �(1 � �))lPac(l)

1� (
 + �(1 � �))k

(1 � k � n) (10)

By the mathematical induction we have,

Pac(k) =
�
�p + ��qs

�+ ��

�
k

(0 � k � n) (11)

4. DESIGN OF A DIALOGUE

SYSTEM

Here we relate the mathematical analysis presented in the
previous section to speci�cation of a dialogue system. As-
sume that a dialogue system which uses the simpli�ed
strategy be necessary to satisfy the following conditions.

(1) A speaker can produce an utterance including at
most n0 items.

(2) The probability that all of these items are correctly
recognized is greater than a constant P0, that is,
Pac(n0) > P0.

(3) The average number of turns taken between the sys-
tem and a speaker to accept an original utterance
of the speaker is less than a constant N0, that is,
N(n0) < N0.

Using eq. (3), we can compute N(n0) for various �, and
then determine the lower limit �(n0) of � necessary to
meet the third condition. As assumed in section 2, we
can determine p(n0) for �(n0), which should satisfy the
second condition, that is,

Pac(n0) = (p(n0))
n0 > P0:

If this inequalty holds, then we can construct a dialogue
system satisfying the conditions (1) to (3) using the given
speech recognizer. Otherwise, we must improve the per-
formance of the speech recognizer, or must release some
of the three conditions.

5. CONCLUSION

This paper has presented an interactive strategy to re-
cover from speech recognition errors. Receiving an utter-
ance containing several items, the dialogue system using

this strategy accepts those items which have been recog-
nized reliably, while it con�rms the content of those items
or rejects those items which have been recognized unre-
liably. We have shown the operation of such a dialogue
system can be described by a Markov process, and derived
two quantities N and Pac which can be used to evaluate
the performance of the system: N(n) is the average num-
ber of turns taken between the dialogue system and a
speaker until all the items are accepted, and Pac(n) is
the probability that all the items is recognized correctly.
In other words, we have derived a quantitative relation
among the complexity (the number of items) of utter-
ances which can be used in dialogues, the performance of
a dialogue system and that of the speech recognizer used
in it, and shown how to apply the derived formulae to
design a dialogue system.

In this paper only replacement error of items are assumed
to occur in speech recognition for simplicity, but this is
not the case. So it is left as future work to deal with
insertion and deletion of items.
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