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ABSTRACT

This paper proposes a novel spontaneous speech recogni-
tion approach to obtain not a whole utterance but reliably
recognized partial segments of an utterance to achieve ro-
bust speech understanding. Our method obtains reliably
recognized partial segments of an utterance by using both
grammatical and n-gram based statistical language con-
straints cooperatively, and uses a robust parsing technique
to apply the grammatical constraints. Through an experi-
ment, it has been confirmed that the proposed method can
recognize partial segments of an utterance with a higher
reliability than conventional continuous speech recogni-
tion methods using an n-gram based statistical language
model.

1. INTRODUCTION

In spontaneous speech recognition, statistical language
models based on n-grams are widely used. This is because
such models can significantly reduce the number of recog-
nition candidates during a search as well as accept deviated
utterances. On the other hand, in many speech dialogue
systems including speech translation systems, the back-
end of the speech recognizer uses a grammar to analyze
syntactic structures, which is usually developed indepen-
dent of an n-gram-based statistical language model used
in speech recognition. Because n-gram-based statistical
language models and grammars work as different types
of linguistic constraints, to enhance the total performance
of speech dialogue systems, it is necessary that not only
statistical language models but also the grammar of the
back-end are used cooperatively as constraints in speech
recognition.

Many methods (e.g. [11]) that integrate both a statistical
language model and a tight grammatical constraint have
been proposed, where only utterances that do not deviate
from the grammar are acceptable. Moreover, a recognition
method that uses a tight grammatical constraint approxi-
mated by a back-end grammar has been proposed [7][8].
However, using a grammar as a tight constraint in sponta-
neous speech recognition like these studies involves a few
drawbacks. First, spontaneous speech often deviates from
the grammar because of peculiar linguistic phenomena in
spontaneous speech such as filled pauses, hesitations and
corrections, which do not appear in read speech. Second, a
tight grammatical constraint is often not robust. Although
a grammar can represent long distance dependencies, local
recognition errors often result in bad effects globally.

In most cases, ignoring a small amount of deviation and
recognition errors does not impact on the communications
using speech dialogue systems. To achieve these robust
recognition, we propose a novel approach to obtain not a
whole utterance but partial reliably recognized segments
in an utterance by applying not only an n-gram based
statistical language constraint but also a back-end gram-
matical constraint using a robust parsing method. In our
approach, the appropriateness of a whole utterance includ-
ing reliable segments is constrained by an n-gram based
statistical language model, and by using robust parsing the
appropriateness of each partial reliable utterance segment
is constrained by the grammar used in the back-end for
speech recognition.

In the following section, we explain the outline of our
method. Second, we explain a method that translates a
back-end grammar into an efficiently applicable represen-
tation of a grammatical constraint. Third, our robust pars-
ing method using this grammatical constraint representa-
tion is explained. Finally, we demonstrate the validity of
our method by experiment.

2. OUTLINE OF METHOD

To achieve robust speech understanding, we propose a
recognition method that obtains reliably recognized par-
tial segments of an utterance by using both grammatical
and n-gram based statistical language constraints cooper-
atively. First, spontaneous speech is recognized by using
an n-gram-based statistical language model. Next, the
results are robustly parsed by a grammatical constraint.
Our robust parsing method applies a grammatical con-
straint assuming insertions, deletions and substitutions,
and outputs partial word segments removing these inser-
tions/deletions/substitutions. Through these two steps, the
obtained partial segments are not only constrained by the
statistical language model but also verified by the gram-
matical constraints using robust parsing. As a result, the
partial segments obtained by our method are more reliable
than a whole utterance recognized by only using an n-gram
based statistical language model.

In a typical speech dialogue system, the back-end for
speech recognition uses a context-free grammar (CFG) or
an attribute grammar, which is an extension of a CFG
made by adding attributes. In the back-end, a CFG or
its extension is necessary to analyze syntactic structures
from an utterance. To reflect the constraint of this back-
end grammar, our method adopts a CFG as a grammatical
constraint, and uses the constraint in speech recognition



by approximating to a finite-state automaton (FSA). The
approximation method will be described in Section 3. Be-
cause an approximated FSA is used, we can effectively
apply the grammatical constraint with a simple algorithm.
The technique to use an approximated FSA from the back-
end grammar for speech recognition comes from [7] and
[8], but we extend this technique with robust parsing. In
our method, the grammatical constraint represented by
FSA is applied assuming insertions, deletions and substi-
tutions. This robust parsing method will be described in
Section 4.

Several methods that integrate a grammatical constraint
and an n-gram-based statistical language model have been
proposed to achieve robust speech recognition [1][3][S}[9].
Among these studies, [3] and [5] aim to enhance the recog-
nition rates of semantically important phrases. These ap-
proaches are similar to ours in that they attach much im-
portance to segments of utterances. Moreover, by using
linguistic knowledge such as syntax or semantics, methods
to robustly recognize syntactic structures [2] or semantic
representations [12] have been proposed. Compared with
these studies, our method has the advantage of a simpler
and more robust algorithm to apply a grammatical con-
straint. This is because we adopt an efficiently applicable
representation of a grammatical constraint approximated
beforehand, and all insertions, deletions and substitutions
are considered when applying the grammatical constraint.
Moreover, our method does not depend on semantic repre-
sentations, which have a tendency to depend on the specific
task and system. As a result, our approach is portable.

3. FSA GENERATION ALGORITHM

According to formal language theories, CFGs are more
powerful than FSAs. A language is defined as a set of
symbol strings generated by a grammar. An automaton
is defined as a machine that determines whether a given
symbol string is acceptable. A language generated by a
certain CFG is called a context-free language. Also, a
language accepted by a certain FSA is called a regular
language. Every regular language is a context-free lan-
guage. However, certain context-free languages are not
regular languages. Therefore, it is generally impossible to
convert a CFG into an equivalent FSA that can accept the
same language generated by the original CFG.

Although FSAs theoretically have less power than
CFGs, in practical applications, FSAs have enough power
to express grammatical constraints.! Moreover, FSAs
have significant features from the viewpoint of parsing:
(1) parsing algorithms using FSAs are simpler than sim-
ilar algorithms using CFGs; and (2) every FSA can be
translated into a unique deterministic and minimized FSA.
The deterministic FSA has a deterministic transition from
each state according to a symbol. The minimized FSA
is an FSA that accepts the same language and has the
minimum number of states. Because of the deterministic
feature, a sentence that is ambiguous from the viewpoint of

'When an arbitrary depth of embedding is allowed in a sentence, an
FSA has trouble treating agreements properly. However, when the depth
is limited, an FSA can treat them.

syntactic structures is acceptable through a deterministic
path. Also, because of the minimum number of states, the
memory space for parsing using FSAs is optimum. These
features prove most advantageous for parsing with a large
grammar.

Many methods to produce FSAs approximately from
CFGs have been developed. Among these works, we
adopted Pereira’s algorithm [7]. This algorithm guaran-
tees that all symbol strings generated by a CFG are accept-
able to the produced FSA. The approximation is exact for
certain CFGs generating regular languages, including all
left-linear and right-linear CFGs.

SENT — NP, VP, NP.
SENT — SENT, PP.
NP — det, noun.

NP — pron.

NP — NP, PP.

PP — prep, NP.

VP — verb.

Figure 1: Example CFG
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Figure 2: Approximated FSA

Figure 1 shows an example of a small English CFG, and
Figure 2 shows the approximately produced FSA from the
CFG by using the above mentioned algorithm, which is de-
terministic and minimized. In this example, the lower-case
expressions stand for terminal symbols in the CFG. In the
FSA, only these terminal symbols appear, and nonterminal
symbols disappear. The sentence “I(pron) saw(verb) a(det)
girl(noun) with(prep) a(det) telescope(noun)” is ambigu-
ous in this CFG because the prepositional phrase “with a
telescope” may modify either “a girl” or “I saw a girl”.
However, this sentence is accepted by a single determinis-
tic path of the FSA in Figure 2.

4. ROBUST PARSING

The general meaning of robust parsing is to estimate the
syntactic structures from a noisy word string. In this pa-
per, we use robust parsing in a more narrow sense, i.e.,
obtaining acceptable paths of an FSA assuming insertions,
deletions, and substitutions. To explain our algorithm we
extend an FSA into a finite-state transducer (FST), where
the output symbols are added to edges.

Formally, an FSA is defined as a five-tuple
(@,%, q0, F, E), where () is a finite set of states, X is a fi-
nite set of input symbols, go € @ is the initial state, F' C Q)



isthe setof final statesand £ C @ x (XU{¢}) x Q isthe
set of edges or transitions. The special symbol ¢ expresses
anull transition that is allowed without reading input sym-
bols. In contrast, an FST is defined as a slightly modified
six-tuple (Q,X,X/, qo, F, E'), where @ is a finite set of
states, X is a finite set of input symbols, X/ is a finite set of
output symbols, gy € @ is the initial state, ' C @ is the
setof final statesand £/ C @ x (XU {e}) x ¥ x @
is the set of edges or transitions. X'* is a set of strings
composed of ¥/ elements. An FST provides a function to
translate input strings into output strings when the input
strings are acceptable.

Our robust parsing method is realized by adding edges
that represent insertions, deletions and substitutions to the
FSA and extending it to an FST. Figure 3 shows an example
FST made from the FSA in Figure 2 by adding insertion,
deletion, and substitution edges. In this paper, we simply
assume insertions/deletions/substitutions at any position of
an input string. The left-hand side of the slash stands for
an input symbol. The right-hand side of the slash stands
for output symbols. Eliminating a slash means input and
output symbols are the same. The edge whose input sym-
bol is a question mark represents transitions corresponding
to all input symbols in X. In Figure 3, insertions and sub-
stitutions are represented by edges with question marks.
Deletions are represented by edges with epsilons.

? / Subst<verb>

? [/ Ins<?> ? / Ins<?>
E / Del<verb> ( )
E / Del<pron
prorr
" / Subst<pr0n>
€/ Delﬁy
det
2/ Subst<prep>
2?7/ Subst<d _,? / Subst<noun>
€ / Del<det>~— U € /Del<noun>

? /Ins<?>

Figure 3: FST for robust parsing

For FSTs, the goal of robust parsing is to obtain the
most appropriate accepting path as well as output strings.
To define appropriateness, we set a penalty for each dele-
tion/insertion/substitution edge, and the path that has the
lowest number of penalties is defined as the most appro-
priate one. Naturally, an elegant approach would be an
extension of probabilities in the FST formalism instead of
penalties, but we have set out to prove the validity of a
novel recognition approach by using a simpler way in this
paper.

Assume that the result of speech recognition using an

n-gram-based statistical language model was “hi(interj)
saw(verb) girl(noun) with(prep) a(det) telescope(noun).”
With the most appropriate path, which has two penal-
ties, we can tag the words as follows: “hi(Subst(pron))
saw(verb) e(Del(det)) girl(noun) with(prep) a(det) tele-
scope(noun).” We can get reliable segments by ignoring
the words marked as insertions, deletions, or substitutions.
In this example, “saw(verb),” and “girl(noun) with(prep)
a(det) telescope(noun)” are the reliable segments.

5. EXPERIMENT TO COMPARE
RELIABILITIES

5.1. Experimental Purpose and Conditions

To clarify the effectiveness of our parital word segment
recognition approach that is outlined in Section 2, we
compared the reliabilities of top-best words recognized
by using only a statistical language model based on n-
grams with word segments obtained by robust parsing of
the top-best words.

For speech-recognition experiments, we used a speaker-
independent speech recognition system based on word-
graphs [10]. For the speech-recognition task, we used 55
hotel-reservation dialogues included in the ATR sponta-
neous speech database [6]. In that database, the dialogues
are bilingual and speakers talk to each other through an in-
terpreter. Forrecognition experiments, we only used 1,535
Japanese utterances, which contained 22,695 words. Also,
we used a context-free grammar [11] developed for speech
recognition. The grammar consisted of 1,832 rules, and its
unit was not a whole sentence but a segment that could be
paused. The grammar was developed using nine dialogues
from among the 55 dialogues used for the recognition ex-
periments. As for the n-gram-based statistical language
model, we used a variable-order n-gram [4] composed of
98 dialogues, which consisted of 1,132 words and included
the 55 dialogues.

5.2, Measure of Reliability

To evaluate the reliability of word segments, we use the
relevance rate, which is used in the research field of infor-
mation retrieval. The relevance rate is defined as:

Matching Words

100
Recognized Words 4

Relevance Rate =

The number of matching words is the maximum number
of correspondences between recognized and correct words.

. Compared to a common recognition rate, the denominator

is different. If the denominator were the number of correct
words, the rate would be a normal recognition rate.

5.3. Experimental Results
5.3.1. Reliability

The relevance rate of the top-best recognition results us-
ing the variable-order n-gram was 68%. By contrast, the
rate of robustly parsed partial segments was 73%. This
experiment showed that we can obtain reliable segments
of an utterance by using our proposed speech recognition
method.



5.3.2. Reliability and Coverage

To achieve robust speech understanding with the proposed
recognition method, not only the reliability of the obtained
partial utterance segments but also the coverage of correct
words by robust parsing must be enhanced.

Correct Word Coverage = -
Input Correct Words of Robust Parsing

In general, however, there is a trade-off between the re-
liability of the obtained segments and the correct word
coverage from the flexibility inherent in robust parsing
when a grammatical constraint is given. To investigate
this trade-off relationship, we studied tight robust parsing.

Tight robust parsing is achieved by ignoring the neigh-
boring words of insertions, deletions and substitutions.
This is because the neighboring words are thought to be
unreliable since they are affected by the insertions, dele-
tions and substitutions. With this tight parsing method,
for example, we can obtain the segment “with(prep)
a(det) telescope(noun)” from “hi(Subst({pron)) saw(verb)
e(Del{det)) girl(noun) with(prep) a(det) telescope(noun)”
for the example from Section 4.

Figure 4 shows details of words that were rejected by
grammatical constraints. In this figure, in contrast to tight
robust parsing, the original robust parsing method in Sec-
tion 4 is described as a loose method. Using the tight pars-
ing method, we can improve the reliability from 73% to
81%. On the contrary, the correct word coverage decreases
from 89% ~ (47% + 14%)/68% t0 69% ~ 47%/68%.

In the grammar we now use, one problem is that the lex-
ical items are insufficient to handle the recognition task.
An out-of-vocabulary word for a grammar is always re-
garded as an insertion or substitution by our robust parsing
method. Reflecting this lack of vocabulary, as well as the
appearance of an ungrammatical utterance in the recogni-
tion task, the coverage of the task by our grammar is 89%
with a loose robust parsing method and 71% with a tight
one. These rates are nearly equal to the above mentioned
correct word coverages of 89% and 69%, respectively.
Therefore, we should be able to better cover correct words
if the lexical items in the grammar are sufficient.

tight loose
7% words rejected by
14% @ﬁﬁcal constraints
47% f

correct 68% incorrect 32%

Relevance Rate (original); 68%
(with loose method): 73%
(with tight method): 81%

Figure 4: Rejected words by robust parsing

6. CONCLUSION

To achieve robust speech dialogue systems, we proposed
a recognition method to obtain reliably recognized par-
tial segments of an utterance by robustly paring the result
recognized by using an n-gram based statistical language

Output C t Words of Robust Parsi
utput Correct Words of Robus| arsmgxmO

model. Our method uses an efficiently applicable repre-
sentation of a grammatical constraint approximated by a
CFG in robust parsing. Using the back-end grammar as
a grammatical constraint we can enhance the total perfor-
mance of speech understanding. Through an experiment
on spontaneous speech recognition, we showed that our
method can obtain partial utterance segments with higher
reliability than conventional continuous speech recogni-
tion using an n-gram based statistical language model.

Our recognition approach can be applied also to
multiple-pass search methods for robust recognition. Such
methods use the information of reliable segments after
their first pass. For speech recognition tasks that involve
out-of-vocabulary words in particular, this type of search
method should be indispensable.
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