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ABSTRACT

As to traditional n-granmodel, smaller n value is an
inherentdefect forestimating language probabilities in
speech recognition, simplpecausethat estimation
couldnot beexecuted overfartherword association but
by means of short sequentiakord correlated
information. This has an strong effect on the
performance of speech recognitionThis paper
introduces an integrated language modeling with n-
gram modebhndword association model (abbreviated as
WA model). This model integratedwo kind of joint
probabilities, traditionaih-gram probability and word
association probability, to estimate actual output
probability. WA modelare based on a combined
probability estimation of orderly word association
without distantand strict sequential limitation. In
addition,two kinds of local linguistic constraints have
also been incorporated into n-gram estimation for
smoothing date sparsend adjusting special language
unit score locally. A substantial improvement for the
performance of Chinese phonetic-to-text transcription
in speech recognition has been obtained.

1. INTRODUCTION

At present, n-gram languageodel hasbeen regarded
as an effectivesolution for language decoding in
speech recognition. But there stile some peculiar
problems we have to process fbrs model. First ofall,
because of limited by smaller n value,n-gram
language model is difficult to express farther language
constraints. In additionsome other problems we
concerned are : how to smootldata sparse in-gram.
II. some words (such as affixesjrnames, numbers,
measures, etc. ) avery powerful to be combinedith
other words at random but are more scattered
distribution in statistical data. So theserdscan not
be ensured with accurate estimatanly by current n-
gram model.

In this paper, we proposed an integrated
model with n-gram model and WA model. WA model is
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language

a kind of word association probability model without the
limitation of distanceand strict time point. It iguite
available for expressing combinectlation between
words within sentence. lwas overlapped om-gram
model by the multiplicity of two joint probabilities.

Meanwhile, we also tookwo level integration of

linguistic constraints in n-gratmodel to smooth data
sparse and adjust probability score ofparticular

language unitrespectively. Taking this integrating
information, performance of language motlakbeen

improved significantly. Somexperimental results are
shown in comparison with traditionatschemes of
solution .

2. IMPROVED N-GRAM LANGUAGE
MODEL

2.1 Traditional n-gram

n-gram model hasbeen used extensively as Language

Modeling for speech recognition. Irgeneral, its
mathematical expression can be written as:
P(W) =
n-1 m
P(w, /W, W )T POW Wy W)
=1 1=n
(1)

In practice, theprobability P(W / W_q41,...,W_1) is
impossible to estimate, simplyecause of limited by
computing complexity . Sotrue application is tkeep
the last few words just like n value afi-gram isequal
to 2 or 3. Thus, theprobability P(w/w,,q,..., W) iS

approximated byP(w / W_,) Of P(w, / w_,, w_,)-

Sometimes, some discounting model or POS-based n-
gram model can be also applied to avbieproblem of
zero probabilityandsmooth data sparse as formulas (2 )
and ( 3).

P (W /W, Wy)

=hoP(W) + A p(w /W) A, W/ W, W)

Ao + A, + A, =1 (2)

and



Pw/9dw)=9g,9, 9,) In reality,dgach of _thlese vvlord}ansbe pu(; intlo a
- corresponding equivalence class. Socae develop
Pw/g)*(@Rg/ g)+a, R g/ Gz ) only several special PO$parts of speechfor those
ag+o,=1 (3) words and only estimate the bigram discounting
probabilities on their POS. Thus, animproved

estimation with the mixture ofvordsand POScan be

2.2 Smoothing data sparse using weighted shown as formula ( 6 ).

average discounting among similar words
ot . i P (w /w_ Sy W_ )=
For statistical method, data sparse is a mdifficulty. (W /W0 W)

Although POS-basedn-gram (as shown above in EAOP(WV KoxA x P(g /w_)+A, Rw/ w,, w,)
formula (3) ) could play a smoothing function Some 0 it wj Dgyin G & g; with Lc
extent, but itwould bring larger informatiorioss and O AP(W)+ K xA, x P(w/ g)+A, Rw/ w,, W,
probably cause reduction of recognition accuracy O

simply because it compadhformation from a large
space of words to a relative smglace of POS. Ithis
paper, we suggested &ind of weighted average O
discounting among similawords to do smoothing. The O

basic idea ofthis method is to make estimation with E N PW)+A, P(w/ w. )+A, Rw/ w,, w,)
weighted average oéll its similar words instead of &

if Wi_ngl in G &gl with Rg¢

%\OP(wH K x K, XA, P(g /9,)/+N, P(W, 1 W_,, w_,)

if(wj 0g;&wj_; Ogp)& g, gpin G

& g with Lc, gy with Rg

otherwise
single word. The smoothing formuteased on weighted _
average discounting among similaords could be Aot A +A, =1 (6)
shown as : In the formula, g, is a kind of POS in POS set G,
ORI Lc is denotedthat aPOShas aproperty of close
AW/ W W)= A W) correlation withsome words orthe left of it, and
(4) similarly, RC means a close right correlation.
+ f(VVm---V.V_pV)F(V/W w) Meanwhile , K is an appropriate discount
@;M Frere A proportion for a POSand simply it may be equal to

Where reciprocal of the number ofwords belong to the
NS:1 fw W, W)+ f(w W, ) corresponding POS or weighted average with those
nerres W, VDS;W) N g Wy words. That|SK = 1/2W‘Dgc x f (WI)

sim( w) denotes a word set in which each word is  probably,there is differentK value for different class

similar to word W,, and f(w__,...,w,,w) denotes g . on the other hand, A, + A, + A, =1
should be -equal to 1 for normalization.

P(w / wW_,, W_,) can be referred to formula (5 )

the co-occurrence frequency of W, and its
predecessor word string.

Especially , a trigram discounting is : 3. WORD ASSOCIATION (WA)
oW, W) = LANGUAGE MODEL
¢ v ¢ (5) As we have seen from abovej-gram is toestimate
(W-Z’WPMF(W/%, W)+ [; MW% W,) output probability only by adjacent words in time
NS w N6 order. So it is difficult to reflecsome word associations

in father distanceHowever,this loose word association
could be akind of very usefulinformation for the
determination ofword sequence. Thus, based on a
large corpus, we can neglect the limitation of distance
and time pointbetween wordsand count only these
word associationithin thecompound sentenceshen
incorporate this kind of informatiosourceinto the
statistical language model for a joingrobability
estimation. As to using ofvord associationthereever
were some methodsasbeen suggested [§]]. Those
methods still considered the distant limitatioetween
words directly or indirectly. Here, we introduce an
improved method to estimate word association
probability.

2.3 Improving bi-gram estimation with the
mixture of words and POS

In the study of language processing, we have noticed
that some of special words ( such stgnames, place
names, organization names, prefix, suffix, numbers as
well as measures, etc. ) have definite influence for the
correction rate of language recognition. Part of errors
areoften occurred irthere. This is mainlglue to the
features of their scattered distributiomnd powerful
combination with others at randonBut a good feature

of them is their excellent class coherence.



DEFINTION:

Let W denote the current wordw, =<w,,...,w_, >

is its historicalword set. If some wordamong W,
have combined association with, and theircombined

probabilities satisfy a(w;‘,wi) >98 , Wwe identify
them as the combined association sef\bf, which be
denoted as< w,...,w, > .

For example: a sentence,

We try to use a kind ohewmethod to solve this
problem.

If having known that each of word set
try,use, method solvéias combined association
with word “problem”, then we regardword set
<try,use method solve as the combined
association set ofV, .

The joint outputprobability of word sequence by word
association information still can be formulated as:
a(wg,...,w,)

n (7)
= p(Wl)u (W /Wy W)

In fact, this joint probability can be regarded as another
language model like-grammodel. We called iword
association model (abbreviated as WA model). In WA
model, local conditional dependenciesan be

decomposedhto pairwise interactiometweenW and
its association words and expressed as:

a(w/vvl,---,vv.“)':lz: k, AW/ )

(8)
Nwa(vvihm’ W)
constraint: Z a(w/ V) =1 for eachv. N, (W', W)

Wherea(w / W) = hasstochastic

is the count ofword combined associatiobetween
Wir and W . Without the distance limitatiobetween

words, itcan be obtained by the statisticscoinbined
counting of eachtwo words within the compound

sentence space.

m
2|

Ziﬂ:lcé'

coefficients valued of binomialistribution,and should

The weight K, = can bescaled

by

satisfiesthe stochastic constraimzI k,=1-Itis a
m=1

half of bell-shaped windownddecreased progressively

with far awayWw, .

4. INTEGRATED LANGUAGE
MODELING WITH N-GRAM MODEL

& WA MODEL
Based on above twmodel, we can integratevo kind
of different information , sequentiah-gram joint

probability p(w,,...,w, ) andorderly word association
joint probability a(w,,
integrated joint log-probability with:
109 Piginy (Wi, ..., W, )
=log[p(w,,...w, )x a(w,..., W )]

According to formula (1) and (7), local conditiothad-
probabilities can be inferred as:

...,W ), to compute the

(9)

log P(w /1)
=log[p" (W / W_p, We) X & W/ e, )]
=log p’ (W / W_,, W.y)+ loga(w / yii,..., )

(10)
P (W /W_,,W.,) can be referred to formula (6),

and a(w / V\fl,,V\f) to formula (8). Thus, this

integrated model is mongowerful to predict succeed
word.

In practical application, we carset up a temporary
cache memory to store thesistorical wordswithin a
compound sentencand estimate the correlatiomalue
of current candidate with all of its associated words.

5. EXPERIMENTS & RESULTS

Based on aboventegrated model, some experiments
have been conducted for the transcriptionfrom

phonetic string toword string in Chinesespeech
recognition.

Corpus was derived from full text of “People’s Daily”
in 1993 with about 30,000,000 Chinese characters.
Based onthe corpus, word collocation information
with relative frequencies ( includingbout 50,040
words, 2.4 M word pairs, and 6.9 Mword triplets )
were counted. lthe trainingprocedure of WA model,
by selecting 2M Characters from the corpus, we got
7.2 M word associatiompairs without the limitation of
distance. Pruned out parts of pairs with lofveguency
less than 10 times, there stillwere 0.82M word
association pairs with relativkequency which have
been used as the basic information for WA modeling.

The word similarity could be measured faerms of
the semanticlasses. We have introduced an approach
to designate Chinese wor@dgo 1898 semanticlasses
[8]. These classesan beused as similar word set for



smoothing sparse data by weighted average discounting. In current integrated model, word association
Local POS consisted of 17 special classes with the probabilities were used as only a complement for n-

property of LC or RC. Near 3,000 words/ereput into gram. Infact, with the characteristic of unlimited in
relevant local POS which takes abo@t9 percent of distanceand time point, WAmodel could capture
whole vocabularyTesting materialvas selected from more and fatherword correlated informatiomcluding
other newspapers which were similarsiigle totraining bigram probabilities. So it should be theoretical more
corpus. powerful thanbigrameventrigram alone, if theravere
the same largéraining data. Meanwhile, WA model
The preliminary results can be seen from table I. could be represented as almost uniform witigram
model inthe procedures oftraining and estimating, so
Models Transcription it is convenient to computthe outputprobability as
Accuracy (%) same asthat of traditionalmodel without almost
Interpolation 85.30 additional computing.
Bigram i )
n-gram | Interpolation 89.58 Further_more, so_meoptlmal techniques for WA model
Model Trigram are bemg consideredsome further experiments are
Improved 92.63 also being takgn to compare the performance of WA
Trigram model alone with n-gram or integrated model.
WA model 82.94
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