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ABSTRACT

Hands-free speech recognition is a very important issue
for a natural human machine interface. The distant talk-
ing speech in real environments is distorted by noise and
reverberation of the room. This paper introduces char-
acteristics of the room acoustical distortion and their in-
fluences on speech recognition accuracy. Then the paper
tries to give a prospect of the solution based on previous
studies and our research efforts. Especially a microphone
array based-method and a model adaptation method are
discussed. The microphone array can reduce the influ-
ences of the acoustical distortion by beam-forming. On
the other hand, the model adaptation method can esti-
mate the acoustical transfer function and adapt the speech
models against the distorted observation signals. Further-
more, this paper also addresses hands-free speech recog-
nition by incorporating automatic lip reading.

1. INTRODUCTION

Speech interface is the most important and natural in-
terface for human to communicate intention each other.
This speech interface is important not only for human-to-
human communication but also human-to-machine com-
munication. Hands-free speech recognition is an essen-
tial technology to realize the natural speech interface.
The hands-free speech recognition realizes so natural and
friendly man-machine interface that users are not encum-
bered by microphone equipments and that users can ut-
ter from distance while moving. This hands-free speech
recognition is actually an urgent technology for the hands-
free interface of a car navigation system and a cellular
telephone in the car.

The accuracy of speaker independent speech recogni-
tion has been made a remarkable progress by the arrival
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Figure 1. Real environments

of stochastic modeling of speech, HMM, and its training
algorithms. Although the HMM brought a high recogni-
tion accuracy, a speaker must be equipped a close-talking
microphone or forced to use a desk-top microphone. If
the speaker inputs his speech from distance, the accuracy
will be seriously degraded by the influences of the noise
and reverberation of the room.

The speech recognition performance even using a desk-
top microphone will be also varied if the distance between
a mouth and a microphone is changed, and if the speaker
turn his face to another direction. The fundamental prob-
lems of hands-free recognition already have lain in the pre-
vious speech recognition framework. To these problems,
the following technologies are required,

o Robustness to directional noise and omnidirectional

noise (diffuse noise) in the room.
e Robustness to acoustical reflection and reverberation

in the room.
e Localization, tracing and recognition of the speaker

among many sound sources including other speakers
and noise.

These problems are quite new ones which previous studies
haven’t been considered. In fact, performance of current
LVCSR will be seriously degraded if used in this hands-
free context.

This paper introduces approaches and studies for
hands-free speech recognition from a viewpoint of acous-
tical pre-processing and model adaptation. As acous-
tical pre-processing, a study using a microphone array,
which can utilize a spatial difference of sound source is
introduced(7, 8, 9, 11, 12, 14]. As for the microphone ar-
ray research, detailed survey is reported by Omologo in
[1]. The model adaptation approach is an extension of
the technology used in speaker adaptation and channel
adaptation.

This paper also addresses a different approach to hands-
free speech recognition. That is multi-modal integration
of audio and visual information. It is known that human
integrates audio and visual information, called McGurk
effect. It is also known that a human’s eye is focused
to mouth movements if audio information is insufficient.
The paper briefly introduces studies of speech recognition
incorporating automatic lip reading.

2. NOISE AND REVERBERATION

Factors which degrades speech recognition performance
in the real room are summarized as influences by noise
and reverberation. Noise are classified into directional



Figure 2. spectrogram of clean speech /ai/

Figure 3. spectrogram of reverberant speech /ai/:
T60=600msec

noise and omni directional noise, which is called diffuse
noise. The noises such as other speaker’s speech and hard
disk noise of a workstation is directional noise. On the
other hands, the diffuse noise is the noise propagating
from every direction to the microphone.

These kinds of noise affect serious influences on the
speech recognition performance. Many works are pre-
sented. These approaches are summarized as a speech en-
hancement approach and a model adaptation approach.
As for the speech enhancement approach, the spec-
tral subtraction method for additive noise and the cep-
stral mean normalization method for multiplicative noise
had been proposed and confirmed their effectiveness|17,
18]. As for the model modification approach, the con-
ventional multi-template approach, and model adap-
tation approach[22] and the model (de-)composition
approach[19, 21] have been proposed. However, these are
based on a single channel microphone. If the noise source
is directional, the target speech signal can be enhanced
efficiently by a microphone array which has super direc-
tivity. We describe about a microphone array in later
section.

The next problem is reverberation. The speech uttered
from distance in the reverberant room will be corrupted
by reflection of walls and delay of sound propagation.
Fig.2 and fig.3 shows an example spectrogram of clean
speech and reverberant speech. The reverberation is de-
fined by impulse response. The influence of reverberation
is also described by a scaler index of reverberation time,
Tso0, and DR-ratio which is a ratio of power of direct path
and reflection. In general, impulse response will change
according to not only shape of the room but also tem-
perature and humidity. Since measurement of impulse
response is difficult and troublesome, the image method
are often used to simulate the impulse response.

The differences of a telephone channel, a microphone
and a handset are also multiplicative factor and then de-
grade the speech recognition performance. However, the
impulse response is relatively short compared to rever-
beration. The distortion can be restored by the processes
within one analysis window such as cepstral mean nor-
malization, stochastic matching, SDCN, CDCN, RATZ,

PMC and HMM composition|[18, 22, 3, 20, 21, 24].

The reverberation may affect beyond the analysis win-
dow of speech recognition. The basic methods for restora-
tion of the reverberant speech are based on deconvolution
by an estimated inverse filter. However the inverse filter
can not be calculated stably since the impulse response
is not generally minimal phase. The previous works have
been studied from viewpoints of acoustical signal process-
ing, which estimate the inverse filter by separating the
impulse response into all pass filter and minimal phase
filter, by multiple input and output system and by neural
networks[26, 27, 28, 29]. Recently speech researchers be-
gan to look at this reverberation problem from viewpoints
of auditory processing (RASTA[25]) and of model adapta-
tion. In this paper, two methods based on a microphone
array and HMM composition are described.

3. ACOUSTICAL PRE-PROCESSING

This section describes methods which deal with noise
and reverberation in the real room by acoustical pre-
processing. As noted in the previous section, the super
directive microphone extracts the target speaker’s signal
reducing the influences of not only directional noise but
also diffuse noise and reverberation. Furthermore, the
moving speaker can be traced if accurate source local-
ization is established. The super directivity and source
localization can be realized by a digitally steerable mi-
crophone array. The microphone array has two functions
such as source localization and beam forming. Source lo-
calization is carried out by estimating delay between out-
puts of microphones from target sound source. For this
purpose relatively small number of microphones are used
with wide aperture for precise spatial resolution. The
delay is estimated by cross correlation and cross power
spectrum phase[12, 13]. However, it is needed to uti-
lize characteristics of speech like harmonics under the
very low SNR condition[14]. On the other hand, large
number of microphone is required to realize sharp beam
form. The microphone element must be so spaced that
the distance is shorter than half wavelength of target fre-
quency(Spatial Sampling Theorem). The studies which
use over 500 microphone elements{10] and optimize their
spacing for speech recognition[16] have been reported.

4. 3-D SEARCH IN TIME, SPACE AND
HMM STATES

In the conventional systems, speech recognition is car-
ried out after localizing a speaker direction. However
these two procedures should be performed simultaneously
like procedures in human perception. A method to deal
with speaker localization and speech recognition simulta-
neously in a unified framework is reported in [15]. This
method finds an optimal combination of a transition of
speaker directions and a phoneme sequence of speech. In
general, an HMM-based speech recognition algorithm per-
forms Viterbi search on trellis plane composed of input
frames and HMM states. As an extension of this algo-
rithm, a speech recognition is carried out based on Viterbi
search on 3-D trellis space composed of speaker directions,
input frames, and HMM states. Figure 4 shows 3-D trel-
lis space, where x-, y-, and z-axis represent input frames,
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Figure 5. Example of a transition of talker directions
obtained by 3-D Viterbi search 1 and 2 in SNR 20 dB

talker directions, and HMM states, respectively. As a
result, a transition of speaker directions and a phoneme
sequence of speech are obtained by finding an optimal
path with the highest likelihood. This method can be ex-
tend to the simultaneous recognition of moving speakers
and multiple speakers by N-best decoding. Fig.4 shows
the 3-D trellis space and fig.5 shows the decoding result
with harmonic weighting when the speaker moves from 0
to 180 degree while noise is located in 40 degree.

5. MODEL ADAPTATION

Another approach to deal with noise and multiplicative
distortion is the model adaptation which adjusts speech
model to the observed speech. The good review can be
found in [2, 3, 4, 5, 6]. In this section we introduce our
research effort applying model adaptation to noise and
reverberation in the room.
The observed signal in the real room is represented by,
y(t) = S(t) = H(t) + N(2). (1)
Here, H(t) is a spectrum of acoustical transfer function
depends on locations of sound source and a microphone
in the room. H(t) is function of t since speaker may
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Figure 6. Speaker Dependent 500 Word Recognition

move around. N(t) is noise in the room. In this ap-
proach a model for the observed signal is estimated by
composition of HMMs of speech, acoustical transfer func-
tion and noise. It is easy to estimate the noise model us-
ing signals during the noise period. As for the acoustical
transfer function, we measured fixed number of represen-
tative impulse response in the room and assign their cep-
stral representations as mean values of ergodic acoustical
transfer function HMM. The composed HMMs of clean
speech, noise and acoustical transfer function improves
the speech recognition performance, although its approx-
imation is very rough{23, 24]. Then another trial is made
by representing variation from preceeding frames by vari-
ances of acoustical transfer function HMMs|[23]. However,
the results are not so good as expected. These efforts so
far show the model adaptation approach partly improves
the degradation by the room reverberation. However, a
further sophisticated method should be developed to deal
with influences beyond analysis window length fundamen-
tally.

Fig. 6 shows 500 word recognition results in the
Ts0=600msec room. The result by clean speech HMM
is seriously degraded according to the distance from the
speaker to the microphone. On the other hand the result
by HMMs trained by distorted speech in 3m is very good.
It is noticed that the recognition result is also improved
for the speech uttered in 0.8m. This fact implies the in-
fluences by impulse response on speech recognition is not
so precise and can be restored by taken into account of
a rough estimate of reverberation using several preceding
frames. [11] shows a trial to this direction incorporating
neural network mapping from reverberant cepstra to clean
cepstrum.

6. MULTI-MODAL PROCESSING

Another approach to hands-free speech recognition is
multi-modal integration of audio information and visual
information such as gesture, face and lip movements. Hu-
mans pay attention not only to speaker’s speech but also
to speaker’s mouth in the adverse environments. This
suggests a fact that hands-free speech recognition can be
improved by incorporating mouth images. Many studies
have been presented related to improvements of speech
recognition by automatic lip reading [30, 31, 32, 33, 34].
Our experiments through 100 word test show the perfor-
mance of 85% by lipreading alone[35]. It is also shown
that tied-mixture HMMs improve the lip reading accu-
racy. The speech recognition experiments are also carried
out over various SNR integrating audio-visual informa-
tion. Fig.7 shows the results by early integration based
on likelihood using HMMs trained composite vectors of
audio and visual vectors, and by late integration based
on merging of both results from audio HMMs and visual
HMMs. The results show the late integration always real-
izes better performance than that using either audio or vi-
sual information. More sophisticated audio-visual source
localization, segmentation of a mouth image and normal-
ization of size, angle and lighting should be needed for
real use.
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Figure 7. Comparison of Integration Methods
7. CONCLUSION

This paper introduces characteristics of the room acous-

tical distortion and their influences on speech recognition
accuracy. Then the paper also introduces researches to
overcome the problems such as acoustical pre-processing,

model adaptation and audio-visual integration.

To in-

vestigate the problems and develop methods, the large
database is necessary. We are currently planning to col-

lect
the
ray.
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