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ABSTRACT

Standard statistical language modeling techniques suf-
fer from sparse-data problems when applied to real
tasks in speech recognition, where large amounts of
domain-dependent text are not available. In this work,
we introduce a modi�ed representation of the standard
word n-gram model using part-of-speech (POS) labels
that compensates for word and POS usage di�erences
across domains. Two di�erent approaches are explored:
(i) imposing an explicit transformation of the out-of-
domain n-gram distributions before combining with an
in-domain model, and (ii) POS smoothing of multi-
domain n-gram components. Results are presented on
a spontaneous speech recognition task (Switchboard),
showing that the POS smoothing framework reduces
word error rate and perplexity over a standard word
n-gram model on in-domain data, with increased gains
using multi-domain models.

1. INTRODUCTION

Statistical language models, which characterize the prob-
ability of di�erent word sequences, play an important
role in state-of-the-art speech recognizers. The most
commonly used statistical language modeling technique,
referred to as n-gram language modeling, treats the
word sequence w1; w2; : : : ; wT as a Markov process with
probability

P (w1; w2; : : : ; wT ) =

T+1Y

i=1

P (wijwi�1; : : : ; wi�n+1);

(1)
where w0 and wT+1 are sentence boundary markers
and n is typically restricted to 2 or 3, a bigram or
trigram language model respectively. For notational
simplicity, we use the bigram representation; however,
all experiments in this paper use trigram models.

Although quite powerful given their simplicity, n-
grammodels su�er severe sparse-data problems in many
real tasks where little domain-speci�c data is avail-
able for training language models. Class n-gram mod-
els [1] and models that exploit domain-speci�c knowl-
edge have been previously used to deal with this prob-
lem; however, class models have not yet yielded perfor-

mance gains and domain-dependent techniques are not
easily portable to new domains. A di�erent approach
involves the use of text from other domains, motivated
in particular by the increasing amount of data avail-
able in the form of newspaper text, transcribed televi-
sion speech, and web hyper-text documents. Simplistic
approaches to combining data from multiple domains
include brute-force adding of raw counts or linear in-
terpolation of word n-gram distributions. More suc-
cessful techniques have proposed an adaptation of out-
of-domain n-gram models [2] or discriminating out-of-
domain data for relevance to the target domain [3].

In this paper, we use part-of-speech (POS) class
conditioning to exploit di�ering word vs. POS usage
across domains in two approaches: (i) imposing an ex-
plicit transformation of the out-of-domain n-gram dis-
tribution prior to combining with an in-domain model,
and (ii) POS smoothing of multi-domain n-gram com-
ponents. We investigate variations of these techniques
that lead to e�ective use of new information from out-
of-domain data, taking advantage of similarities to the
target domain. Results, presented for the Switchboard
corpus of spontaneous speech [4], show improvements
in recognition performance when compared to using an
in-domain word n-gram model.

POS conditioning in an n-gram model, described in
Section 2, forms the basis for both the POS transforma-
tion and smoothing approaches. These two approaches
are discussed in Section 3, which proposes alternatives
for combining data and models from multiple domains.
In Section 4, we outline the training and recognition
paradigm, and present perplexity and word recognition
results. Finally, Section 5 concludes with a discussion
of the results and possible extensions of this work.

2. POS CONDITIONING OF N-GRAMS

This work is based on the hypothesis that the similari-
ties between two domains can be characterized both in
terms of style, roughly represented by POS sequences1,

1We use linguistically motivated POS classes for representing

style, as opposed to statistically derived classes, due to problems

with robust estimation of such classes in sparse domains and since

statistically-derived classes may not generalize across domains.



and content, as represented in the particular choice of
vocabulary items. Separately accounting for these dif-
ferences should lead to a more e�ective use of out-of-
domain data in sparse domains.

POS class grammars, sometimes used to deal with
sparse training problems, have been traditionally for-
mulated as HMMs [1]. However, recent extensions ob-
tain better results by including both word and class
contexts as conditioning events [5]. We consider a sim-
pli�ed implementation of class grammars, where

P (wijwi�1) =
X

j

PX (cj jwi�1)PY (wijcj ; wi�1); (2)

where word wi maps to part-of-speech classes cj , wi�1
refers to the word n-gram history for wi, and X;Y 2
fI; O; I + Og where I and O are henceforth used to
subscript in-domain and out-of-domain models respec-
tively. This representation makes it possible to use dif-
ferent aspects of out-of-domain data (style vs. content)
with di�erent weights.

The introduction of POS conditioning into the mod-
els raises the possibility of using a variety of back-o�
algorithms. In this work, we consider two formulations
of the Witten-Bell smoothing scheme [6, 7]. A simple
approach involves smoothing with lower order distribu-
tions:

P (cijwi�1) = (wi�1)PML(cijwi�1)

+(1� (wi�1))P (ci); (3)

where PML() is the maximum likelihood estimate, and
(wi�1) is the smoothing parameter estimated as in [7].
Alternately, we explore a more complex back-o� scheme,
where less detailed, but not necessarily lower order, dis-
tributions are used for smoothing, for e.g.

P (cijwi�1) = (wi�1)PML(cijwi�1) + (1� (wi�1))

�
X

k

P (cijck)P (ckjwi�1); (4)

where

P (cijck) = �(ck)PML(cijck) + (1� �(ck))P (ci);

and ck represents the kth POS label for word wi�1.

3. USING MULTI-DOMAIN DATA

The POS conditioning framework, described in Sec-
tion 2 can be exploited to use multi-domain data while
alleviating content and style di�erences. In this sec-
tion, we introduce two approaches, one based on a POS
transformation of out-of-domain distributions prior to
estimating a multi-domain n-gram model, and the sec-
ond based on a POS smoothing of multi-domain n-gram
components.

3.1. POS Transformation of Out-of-Domain Data

In the �rst approach, we use Equation 2 to transform

the out-of-domain n-gram distribution prior to combin-
ing with an in-domain distribution. Two such trans-
formation schemes are explored here: transformation
A (X = I; Y = O), under the hypothesis that class n-
gram (style) di�erences across the two domains should
be compensated for, and transformation B (X = O; Y =
I), that assumes we should adjust for vocabulary di�er-
ences. We use recognition performance as our criterion
for selecting the appropriate transformation.

Once transformed, the POS-smoothed out-of-domain
n-gram distribution, P̂O(), can be combined with an
in-domain model (X = I; Y = I), PI (), using linear
interpolation,

P (wijwi�1) = �PI (wijwi�1)+(1��)P̂O(wijwi�1); (5)

where the interpolation weight � can be estimated us-
ing the EM algorithm on a held-out, in-domain data
set. We compared recognition performance of the inter-
polated transformed and un-transformed out-of-domain
models. Transformation A outperformed the un-trans-
formed model which outperformed transformation B,
suggesting that it is useful to add new words, but more
valuable if we can also compensate for style.

3.2. POS Smoothing of Multi-Domain Models

The transformation approach allows increasing either

word or POS n-gram coverage, but it may be useful to
increase both while discriminating for similarity to the
target domain. Therefore, we investigated the POS
smoothing framework Equation 2 with multi-domain
components:

P (wijwi�1) =
X

j

PI+O(cj jwi�1)PI+O(wijcj ; wi�1):

(6)
No information from either domain is discarded in this
scheme. The component distributions PI+O() can be
estimated using di�erent techniques as described be-
low.

3.2.1. Linear Interpolation

A simple 2(n � 1)-parameter interpolation scheme for
estimating parameters for data from n domains uses

P (wijwi�1) =
P

j
(
P

l
�lPl(cj jwi�1))

�(
P

k
�kPk(wijcj ; wi�1)); (7)

where f�g and f�g are estimated iteratively using the

EM algorithm. If �
(p)

l
and �

(p)

k
represent the interpola-

tion weights at iteration p, the corresponding weights



at iteration p+ 1 are given by

�
(p+1)

l
=

1

N

NX

i=1

P
j
�
(p)

l
Pl(cj jwi�1)P

(p)

I+O
(wijcj ; wi�1)

P
(p)

I+O
(wijwi�1)

�
(p+1)

k
=

1

N

NX

i=1

P
j
�
(p)

k
Pk(wijcj ; wi�1)P

(p)

I+O
(cj jwi�1)

P
(p)

I+O
(wijwi�1)

respectively, where P
(p)

I+O
() are parameters estimated

using �
(p)

l
and �

(p)

k
.

The 2(n � 1)-parameter interpolation scheme can
be further extended to incorporate context-dependent
interpolation parameters as in Stolcke's Bayesian inter-
polation scheme [8]. Assuming some prior probability
for the di�erent domains, �l(wi�1) and �k(cj ; wi�1) are
estimated as

�l(wi�1) =
P (l)Pl(wi�1)P
m
P (m)Pm(wi�1)

�k(cj ; wi�1) =
P (k)Pk(cj ; wi�1)P
m
P (m)Pm(cj ; wi�1)

:

3.2.2. Relevance Weighting

Instead of combining models, one might estimate the
component distributions of Equation 6 based on the
combined counts of di�erent domains [3]. Relevance
weighting involves estimating weights for the out-of-
domain data to reect in-domain similarity, and then
estimating the n-grammodel parameters using weighted
counts. The relevance weights for each document Di

from the out-of-domain corpora are estimated as

P (I jDi) =
PI(D

i)P (I)

PI(Di)P (I) + PO(Di)P (O)
; (8)

where PI(D
i) and PO(D

i) can be computed using using
word or POS n-gram models from the domains I and
O respectively. The resulting relevance weights can be
used for weighting out-of-domain counts. Parameter
estimation with such weighted counts is covered in [3].

4. EXPERIMENTS

4.1. Paradigm

Perplexity and recognition experiments are reported on
the Switchboard (SW) task, transcribing spontaneous,
telephone conversational speech. The training data in-
cludes 2.1 million words of in-domain text from SW and
141 million words of broadcast news data (BN). The
BN data includes spontaneous conversational speech
from talk shows, as well as read speech in the form

of news and voice-overs. Both SW and BN are POS-
tagged using state-of-the-art POS taggers [11, 12], with
a total of 80 POS tokens in the class vocabulary.

Recognition results are obtained using the N-best
rescoring formalism [9] with the N-best hypotheses gen-
erated by the BBN Byblos System [10], a speaker-
independent HMM system. More speci�cally, the top
N sentence hypotheses (N = 100) are rescored by the
language model, and a weighted combination of the
HMM score and new language model scores is used to
re-rank the hypotheses. The top ranking hypothesis is
used as the recognized output.

4.2. Results

Results are �rst presented on the POS smoothed n-
gram framework in Table 1. Replacing the standard in-
domain word n-gram model with a corresponding POS-
smoothed n-gram improves recognition performance
from 41.1% to 40.5% with a small decrease in perplex-
ity. Both back-o� schemes result in improved recogni-
tion; however, the simple approach outlined in Equa-
tion 3 outperforms the more complex scheme from Equa-
tion 4. Hence, we use the simple back-o� scheme in
further experiments with the transformation model.

Table 1: Trigram perplexity and WER (%) results on
dev96 for the SW model, comparing the new framework
to a traditional word n-gram using di�erent back-o�
schemes.

n-gram model Back-o� Perplexity WER (%)

traditional simple 105.7 41.1
pos-smoothed simple 95.9 40.5
pos-smoothed complex 111.2 40.7

Table 2 looks at the di�erent interpolation and rel-
evance weighting strategies outlined in Section 3. All
approaches to using multi-domain data gain over an in-
domain model. The 2-parameter interpolation scheme
outperforms the 1-parameter scheme, consistent with
the recognition experiments in Section 3.1; new infor-
mation is more important than similarity. The Bayesian
multi-parameter scheme su�ers from an explosion of
parameters to estimate. The number of parameters
can potentially be reduced, by conditioning the inter-
polation weights on a smaller context (unigram instead
of bigram) [8], or by tying the interpolation weights as
in [13]. The relevance weighting techniques for esti-
mating multi-domain components of a POS-smoothed
model perform almost as well as the 2-parameter inter-
polation scheme although the weighting schemes con-



Table 2: Trigram perplexity and WER (%) on dev96
using linear interpolation and relevance weighting for
estimating the multi-domain (SW and BN) components
of a POS smoothed n-gram model.

Interpolation Perplexity WER(%)

1-parameter 90.6 40.1
2-parameter 89.9 39.7

Bayesian multi-parameter 91.8 40.1

Relevance weighting Perplexity WER(%)

pos likelihood 136.7 39.8
word likelihood 127.5 39.8

pos, word likelihood 131.9 39.9

sistently associate perplexity increases with improved
recognition performance. The best case o�ers a 1.4%
absolute improvement in WER over the baseline tri-
gram result.

5. CONCLUSIONS

The proposed POS-conditioning model exploits the po-
tential of part-of-speech information for improving recog-
nition performance over a standard word n-grammodel.
Results show that the new POS smoothing framework
results in improved recognition performance over an in-
domain word n-gram model, and further gains may be
had with more complex interpolation strategies and/or
improved weighting schemes for combining data/models
across multiple domains.

Our approach to multi-domain modeling is both
task-independent and easily portable to new domains,
hence relevant for a broad range of speech research and
commercial applications. We plan to study the e�ect
of similar transformations with other languages such
as Spanish as well as with other corpora such as the
Wall Street Journal corpus, which di�ers signi�cantly
both in content and style from both domains used in
the experiments reported here.
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