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ABSTRACT

The variance of the performance of a continuous
speech recognition system subjected to replica ut-
terances of the same sentence spoken by the same
speaker has been investigated. In an experiment with
three di�erent speech recognition systems in three dif-
ferent languages with two di�erent grammar condi-
tions it is shown that the sentence word error rate has
a variance that can be described in terms of binomial
statistics. The distribution of the measured variance
shows a remarkable correspondence to the parameter-
free theoretical distribution. It is therefore concluded
that for the word error rate of a continuous speech
recognition system binomial statistics apply.

INTRODUCTION

The word error rate (sometimes expressed in its com-
plement, the accuracy) is the most widely used mea-
sure of the performance of speech recognition sys-
tems. Traditionally, for isolated word recognizers this
measure has been one which leaves little argument for
interpretation, but for continuous speech recognition
systems the situation is more complex. Because of
the nature of natural speech the words are connected
to a long string. This makes it somewhat di�cult to
pinpoint the exact location of an error in case of mis-
recognition and consequently makes it hard to count
the number of erroneous words. Evaluating the cor-
rectness of utterance as a whole, measured in the ut-
terance (or sentence) error rate resolves this problem.
However, this measure needs much more speech mate-
rial before an accurate �gure is found, and researchers
often use the word error rate because it is more sensi-
tive to small changes in the performance of the speech
recognition system.

One of the questions we want to address in this
paper, is how accurate a measurement of the word
error rate is for a continuous speech recognition sys-
tem. For a representative evaluation, one generally
wants to have a wide coverage of language, and in
case of a speaker independent system, a wide cov-
erage of speakers. Because both sets are virtually
in�nite in size, for each evaluation new samples are
drawn from the sets of language material (sentences)

and speakers. If there are ways to quantify the accu-
racy of a word error rate measure, and objective ways
to calibrate the `di�culty' of the test material [1], a
new evaluation can successfully be compared to an
earlier one.

EXPERIMENTAL SETUP

In order to study the inherent variability of the per-
formance of a continuous speech recognizer, we per-
formed a test with no variability in speaker and spo-
ken text. This experiment was carried out as an addi-
tional test in the project Sqale, which was a project
that compared speech recognition in di�erent Euro-
pean languages and for di�erent systems [1, 2]. The
variability in speaker and speech content was made
zero by having a speaker read out the same sentence
several times, of which we call the individual utter-
ances replicas of the same sentence. (These repli-
cas can in principle be used to measure the within-
speaker variability.) The replicas were recorded dur-
ing a recording session of the evaluation test of
Sqale, and were spread among the normal evalu-
ation sentences. The speakers were prepared for the
occurrence of replicas, and were requested to read out
a replica as if it was the �rst occurrence in order to
make the utterances as much alike as possible. We
chose for 5 replicas of one sentence for each recorded
speaker; more replicas might have stretched the sub-
ject's acceptance limits too far, and we did not not
want that the reading style of the other (evaluation
test) utterances was inuenced by this test.

Table. The number of sentences available, for each lan-
guage. Each speaker, having its own sentence, uttered 5
replicas. The number of speech recognition systems avail-
able per language is also indicated, as well as the amount
of measurement points resulting.

Language American British German
English English

sentences 3 7 10
systems 3 3 2
grammars 2 2 2
data points 18 42 40

The replica utterances were recorded in three
di�erent languages, in amounts according to the ta-
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Figure 1. All data of the replica experiment. For 5 identical sentences uttered by the same speaker, the standard deviation
of the word error rate is plotted versus the mean word error rate. The data points comprise two grammar conditions,
three systems and three languages. The expected relation for a binomial distribution (central line), along with the 2.5%
and 97.5% percentile cut-o�s are plotted as well. tu� German, �� British English, + American English.

ble. The number of available speakers is not constant
across languages, which is due to limited availabil-
ity of resources within the project. Three partners in
Sqale joined in the experiment, in several languages,
using both a bigram and a trigram language model.
Due to the limited and incomplete `design' of the ex-
periment, as shown in the table, we will consider all
di�erences in language, system, grammar and speaker
(hence sentence) merely as parameters that widen the
range of values the true word error rate of a sentence
can have.

RESULTS

All utterances were submitted to the recognition part-
ners, who ran their various recognition systems on
the material and sent back the recognition results to
us, having the function of independent coordinator
within the project. We performed standard align-
ment and scoring of the recognition results, and de-
termined for each sentence the mean word error rate
ŵ and the standard deviation ŝw (the square root of
the variance) from the word error rates wi found for
the N = 5 replicas. We used the usual estimators

ŵ =

P
N

i=1
wi

N
; ŝ2w =

P
N

i=1
(wi � ŵ)2

N � 1
: (1)

In �gure 1 we plotted ŝw as a function of ŵ for each
of the 100 data points. At a �rst glance the data
points seem to be scattered rather wildly around the
theoretical dependence

�ex(w) =

s
w(1� w)

Nw

(2)

that expresses the standard deviation �ex(w) ex-
pected given the true word error rate w, the number
of words per sentence Nw and assuming a binomial
distribution of w. (This assumtion is accepted for
isolated speech recognition.) It is legitimate to use
one curve to compare all data points, because all sen-
tences used in the test had Nw = 21 (except for a few
of the German sentences which all have Nw ranging
20{23, but we will ignore the small error made here).

The reason why the data points deviate this
much from the expected line is that the estimation
of the variance, based on only 5 replicas, is in fact
rather inaccurate. In �gure 1 we have also indicated
the 2.5% and 97.5% percentile curves for an N = 5

standard deviation determination. In fact, only 4 out
of the 100 data points do not �t within this 95% con-
�dence interval. In order to investigate the validity of
the binomial assumption made in eq. (2) we now look
how the measured standard deviation is distributed
with respect to the expected standard deviation.

Because the standard deviation estimate is a sum
over squares of the statistic w, ŝ2 is distributed ac-
cording to a �2 distribution with N � 1 degrees of
freedom [3]. In fact, one expects that

�2(w) =
N � 1

�2
ex
(w)

ŝ2 (3)

is distributed as a �2
N�1

-distribution. In �gure 2 we
have plotted a histogram of this �2(ŵ) according to
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Figure 2. Distribution of the quantity �2(ŵ) of eq. 3, which is calculated from the data points plotted in �gure 1. The

curve drawn is the theoretical distribution f(�2; 4) = 1

4
�2e��

2
=2.

eq. 3 along with the theoretical distribution �2
4
. The

correspondence is striking, especially considering the
fact that the theoretical curve contains no �tting pa-

rameters. We are therefore led to believe that the
variance of the word error rate w that is left when a
continuous speech recognition system is subjected to
the same sentence uttered by the same speaker sev-
eral times can be described entirely by the variance
of a binomial statistic w.

DISCUSSION

It is surprising that replica utterances, that are per-
ceptually identical, show such a large variance in
recognition rate as indicated in �gure 1. We can
think of two mechanisms that inuence this variance.

On the one hand, one could expect that if a recog-
nizer makes systematic errors (e.g., recognizing `a'
for `the') it would have a relative low variance in the
error rate. On the other hand, we can expect that
genuine within-speaker variance would be an addi-
tional source of variability in word error rate. Ana-
lyzing the variance, we were not able to identify any of
the observed variance to be caused by within-speaker
variance, which was our original goal in doing this
experiment. We cannot exclude that the two e�ects
cancel, but the evidence found in both �gures suggest
that the variability of replica sentences is due to the
binomial nature of the word error rate.

This experiment is performed using continuous

speech recognition systems, which gives rise to an
even more striking conclusion: the whole process of
continuous speech production, recognition and evalu-
ation contain inter-word inuences such as coarticu-

lation e�ects, grammar and arbitrary alignment deci-
sions, and yet, the word error rate can be considered
a binomially distributed statistic as if each word has
been produced and recognized independently of the
others. This has an important consequence:

From the average word error rate w and the
number of words in the evaluation test set
N , an inherent inaccuracy e of the measure-
ment for w can be determined, according to

e =

r
w(1� w)

N
: (4)

In comparing two di�erent speech recognition
systems, special signi�cance test exist [4, 5, 6], that
take advantage of errors common to both systems.
These allow to �nd di�erences smaller than e ex-
pressed above to be signi�cant. If, however, the test
set is not common to both evaluations, an error mea-
sure according to eq. 4 gives a minimum estimate of
the inaccuracy of the evaluation. Because the error
measure can become relatively large for a small test
set, as is the case in the comparison between di�er-
ent speakers having di�erent sets of test sentences,
we want to warn speech recognition researchers not
to put too much weight on di�erences between the
results of two di�erent systems or speakers smaller
than found by eq. (4).

We also want to argue that when speech recog-
nition error rate results are published, apart from
the usual experimental conditions, the inherent in-
accuracy of the measurement (as expressed in eq. 4)
should be mentioned, even if it concerns a continuous



speech recognition system. In presenting the results
of Sqale [1], the only systems that di�ered signi�-
cantly by the tests described above [5], also had their
word error rates di�ering more than their mutually
summed inaccuracy �gures.

We have learnt from this experiment that if one
wants to measure a genuine e�ect of within-speaker
variability on the word error rate by using replica
utterances, the number of replicas must be relatively
large in order to narrow down the inaccuracy range
shown in �gure 1.
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