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ABSTRACT

This paper describes two aspects of a linear predictive
coding (LPC) vocoder developed for operation on wide-
band speech. The method for encoding the LPC param-
eters, based on the use of an adaptive predictor, is pre-
sented together with an extension to the vocoder model
which enables it to operate on speech sampled at 16kHz
rather than 8kHz. Good-quality operation on wide-band
speech is achieved with an increase in bit rate of about
500 bits/s. Diagnostic rhyme test (DRT) results demon-
strate the improvement in intelligibility gained through
coding speech at the higher sample rate.

1. INTRODUCTION

The linear predictive coding (LPC) vocoder provides an
efficient way to code speech at low bit rates. This paper
focuses on two aspects of a coder developed for operation
on wide-band speech. In the first part of the paper, the
method used to code the LPC parameters is described.
This is based on encoding the error signal for an adap-
tive predictor operating in the line-spectral frequency [1]
(LSF) domain. The second part of the paper describes
an improvement to the vocoder model which enables it
to efficiently code speech sampled at 16kHz rather 8kHz.

Once the LPC parameters have been converted to
the LSF domain, coding consists of 3 stages: prediction,
quantisation and encoding. The use of scalar quantisa-
tion and encoding avoids the overhead of codebook stor-
age and search encountered with VQ-based schemes [2],
while the use of a predictor which includes previous el-
ements from within the same frame allows intra-frame
correlations to be modelled. The predictor is adaptively
updated, ensuring that it is matched to the acoustic con-
ditions and speaker.

Traditionally LPC vocoders have only been able to
efficiently code speech sampled at little more than 8kHz
(i.e. having a bandwidth of 4kHz). However, the higher-
frequency components of the spectrum contribute to both
speech intelligibility and quality. Therefore it would be
desirable to encode speech at a higher sample rate if this
could be achieved without substantially increasing the
bit rate. This paper also presents a method for coding
speech at higher rates which makes use of the fact that
the spectral resolution required decreases with frequency.
A low-order LPC model is employed to represent the re-
gion of the spectrum between 4 and 8kHz.

2. LSF ENCODING

2.1. Prediction

The prediction stage estimates the current LSF compo-
nent from data currently available to the decoder. The
entropy of the prediction error distribution is expected to
be lower than that of the original values, hence it should
be possible to encode this at lower bit rate for a given
average error.

Let the LSF element ¢ at time ¢ be denoted /;(t) and
the LSF element recovered by the decoder be denoted
I;(t). If the LSFs are encoded sequentially in time and
in order of increasing index within a given time frame,
then to predict /;(¢), the following values are available:
LN < j < i} and {(7)|r < tand1 < j < P).
Therefore a general linear LSF predictor can be written
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where a;;(7) is the weighting associated with the pre-
diction of I;(t) from [;(t — 7). A non-linear predictor is
also considered, where [;(¢) is estimated from a set of fea-
tures augmented with the 2nd order cross terms such as
l_-;(t - 1)271_-;(15 - l)l_-;_l(t) etc.

In general only a small set of values of a;;(7) will be
used, as a high-order predictor is computationally less
efficient both to apply and to estimate. Experiments
were performed on unquantised LSF vectors (i.e. pre-
dicting from I; (1) rather than [;(7)) to examine the per-
formance of various predictor configurations. For these
experiments the predictor was trained and evaluated on
separate data sets consisting of sentences from the WSJ-
CAMO database [3]. However, a scheme was also im-
plemented where the predictor is adaptively modified to
match each test sequence. The adaptive update is per-
formed according to

CEE = (1= O + !

(2)
it = (1 - p)Cl) + pyixs,

where p determines the rate of adaption!. The terms

C., and C,y are initialised from training data as Cy, =
% > x;x; and C,y = % >, ¥ixi. Here y; is a value to
be predicted (I;(t)) and x; is a vector of predictor inputs
(containing 1,1;(t—1) etc.). The updates defined in equa-
tion 2 are applied after each test frame, and periodically
new MMSE predictor coefficients, p, are calculated by
solving Czop = Cay.

LA value of p = 0.005 was found suitable, giving a time
constant of 4.5 seconds.



Table 1 shows the prediction error for a number of
possible schemes. FEach system is defined by the set of
coeflicients used to predict [;(t), listed in the column la-
belled “Elements”?. The suffixes -X and -A denote pre-
dictors containing cross terms and adaptive predictors
respectively. Column “M” lists the maximum predictor
order for each system. For these experiments, analysis
was performed using a frame period of 22.5ms and an
LPC order of 10 (hence giving 10 LSFs). Separate pre-
dictors were used for frames classified as voiced and un-
voiced.

Sys | M Elements MS err./10™*
A 0] - 4.50
B 1| au(1) 2.42
C 2 | aii(1), aii-1(0) 1.86
D 3 aii(l),aii_l(O),aii_l(l) 1.68
D-X 9 1.62
D-A 3 1.60
E 2 | aii(1),ai:(2) 2.38
F |19 |ay()1<j<P, 1.60
aij(0)1<j<i—1

Table 1: Prediction error for various LSF prediction con-
figurations.

For system A, the predictors are simply the mean of
each LSF. It can be seen that extending the predictor to
estimate a given LSF from coefficients within the current
and previous frames gives an improvement in prediction
error. However, the small difference between the errors
for systems B and E suggests that there is little to be
gained by predicting from frames further back in time.
The use of all the available LSFs from these two frames
(system F) reduces the prediction error, but at the ex-
pense of a greatly increased predictor order. Therefore
system D (shown in figure 1) was selected as giving the
best compromise between efficiency and error. The use
of cross terms (D-X) gives an improvement in perfor-
mance, but again at the expense of increased predictor
order. The improvement due to the adaptive predictor is
quite small in this example; however, this was obtained
using very similar training and test sets. In general the
adaptive predictor can be expected to take into account
differences between training and test conditions caused
for example by speaker variations, channel differences or
background noise. Histograms of prediction error over
frames of speech classified as voiced for the 3rd LSF com-
ponent for systems A and D are shown in figures 2 and
3 respectively.

2.2. Quantisation and Coding

Given a predictor output I (t), the prediction error is cal-
culated as e;(t) = I;(t)—{;(t). This is uniformly quantised
to give an error €;(t) which is then losslessly encoded.
Coarser quantisation can be applied to frames classified
as unvoiced. The coding scheme used is a Rice code [4],
where the number of bits allocated increases with the
magnitude of the error signal. Therefore this method
is suitable for applications which do not require a fixed
number of bits to be generated per frame. Figure 4 shows
the overall coding scheme.

2In each case, ¢; is included in the predictor.
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Figure 1: LSF linear predictors for system D.
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Figure 2: Prediction error for system A.
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Figure 3: Prediction error for system D.

2.3. Results

Figure 5 shows average spectral distortion against LSF
bit rate in terms of bits per frame (for frames of speech
classified as voiced) achieved with a number of the sys-
tems listed in table 1. These experiments were performed
using an LPC model of order 10 and a frame period of
22.5ms. The adaptive predictor was found to give an
improvement in rate for a given spectral distortion in
some instances, and in general ensures that the prediction
error is minimised. However, for conditions reasonably
matched to the training data, there was little difference
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Figure 4: Overall coding scheme.
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Figure 5: LSF bit rate against spectral distortion.

in performance. The results shown are for a segment of
broadcast radio news, where adaption was found to be of
benefit. An additional advantage of the adaptive scheme
is that it allows low prediction error to be achieved with-
out the use of initial predictors estimated from a period
of training data.

3. WIDE-BAND OPERATION

For an LPC vocoder operating on speech sampled at
8kHz, an LPC model order of 10 is commonly used, giving
a good compromise between quality and bit rate. With a
sample rate of 16kHz, however, it is necessary to almost
double the model order to achieve a good representation
of the speech spectrum.

The approach used here is to first perform sub-band
decomposition to split the speech signal into bands corre-
sponding to the 0—4kHz and 4-8kHz regions of the spec-
trum. It was found that this could be achieved in a
computationally efficient manner using 8th-order ellip-
tic filters. High and low-pass filters are applied, and the
resulting signals decimated to form the two sub-bands.
The high sub-band contains a mirrored form of the 4-

8kHz spectrum. As usual, 10th order LPC analysis is per-
formed on the lower band. However, for the upper band,
2nd order analysis was found to be adequate. Therefore
with this scheme, 3 additional parameters per frame of
speech (2 LPCs and one gain) must be encoded. Figure 6
shows the short-time spectrum and two sub-band spectra
for a frame of unvoiced speech, with the frequency axis
for the upper sub-band adjusted to take into account the
spectral shift and mirroring.

3.1. Synthesis from Sub-Band Models

Given LPC parameters corresponding to the two sub-
bands, a method for resynthesising the speech waveform
is required. The approach adopted is to combine the two
sub-band models to form a higher-order LPC model rep-
resenting the wide-band signal. A model order of 18 was
found to be suitable here. Combination methods oper-
ating in the spectral and autocorrelation domains were
considered. The spectral-domain technique involves com-
puting the power spectral densities for the two sub-band
models, which may be achieved using FFTs, and then
combining the spectra and calculating the wide-band au-
tocorrelation by an inverse FFT. The problem with this
approach is that it is computationally inefficient due to
need to use reasonably high-resolution FFTs. A more ef-
ficient autocorrelation-domain technique is presented be-
low.

In the following work, subscripts L and H will be used
to denote features of hypothesised low-pass and high-pass
filtered® versions of the wide-band signal respectively,
and subscripts [ and h used to denote features of the
lower and upper sub-band signals respectively.

The autocorrelations of low-pass and high-pass ver-
sions of the wide-band signal, r1.(7) and rg (7), are gener-
ated. The low-pass filtered wide-band signal is equivalent
to the lower sub-band up-sampled by a factor of 2. In the
time-domain, this up-sampling consists of inserting alter-
nate zeros (interpolating), followed by low-pass filtering.
Therefore in the autocorrelation domain, up-sampling in-
volves interpolation followed by filtering by the autocor-
relation of the low-pass filter impulse response.

The autocorrelations of the two sub-band signals can
be efficiently calculated from the sub-band LPC mod-
els [5]. If r;(m) denotes the autocorrelation of the lower
sub-band, then the interpolated autocorrelation, r;(m),
is given by

r}(m) ={ ri(m/2) im=0%2,%4,.. g

0 otherwise.
The autocorrelation of the low-pass filtered signal, rr.(m),
is
ri(m) = ri(m) x (h(m) x h(=m)), (4)
where h(m) is the low-pass filter impulse response. The
autocorrelation of the high-pass filtered signal, rg(m), is
found similarly, except that a high-pass filter is applied.

The autocorrelation of the wide-band signal, rw (m),
can be expressed

rw (m) = r(m) + ru(m), (3)

and hence the wide-band LPC model calculated. Fig-
ure 7 shows the resulting LPC spectrum for the frame of

3 Assuming filters having cut-offs at 4kHz, with unity re-
sponse inside the pass band and zero outside.
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Figure 6: Split-band short-time and LPC spectra.
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Figure 7: Wide-band LPC spectra from wide-band signal
and sub-band LPC models.

speech considered above. The dotted line corresponds to
an order 18 LPC model calculated from the wide-band
signal, whereas the solid line is for an LPC model of the
same order calculated using the combination technique
described above.

FIR filters of order 30 were found to be sufficient to
be used in the up-sampling. In this case, the poor fre-
quency resolution implied by the low order filters is ad-
equate because this simply results in spectral leakage at
the crossover between the two sub-bands. This approach
resulted in speech perceptually very similar to that ob-
tained by using an high-order analysis model on the wide-
band speech. The LPC parameters corresponding to the
high sub-band are encoded using the prediction residual
coding technique described in section 2. However, sim-
ple differences are used, rather than the output from a
trained predictor. The two LPCs and gain for the high
sub-band resulted in an additional average bit rate of

about 500 bits/s.

4. RESULTS

Diagnostic rhyme tests [6] (DRTs) were performed to
compare the intelligibility of the wide-band and narrow-
band vocoders operating at a frame period of 16ms. The
coder includes the adaptive spectral enhancement and
pulse dispersion filters used by the MELP coder [7]. Mix-
ed pulse and noise signals are used for voiced excitation,
but the relative weights are kept constant in each fre-
quency band. The pitch and gain are encoded by ap-
plying a Rice code to the time differences of these pa-

rameters. The degree of quantisation of the LSF pre-
diction errors was adjusted so that the narrow-band and
wide-band coders both operated at an average bit rate of
approximately 2400bps.

Tests were also performed on the 4800 bps CELP
coder (Federal Standard 1016) and the LPC-10e coder
(compatible with Federal Standard 1015) operating on
narrow-band speech. The results shown in table 2 in-
dicate that wide-band operation gives an improvement
in DRT score of about 2. Six listeners were used for
the DRTSs, with every person presented with 96 stimu-
lus words from each coder. Informal listening tests indi-
cated that in addition to improving intelligibility, wide-
band operation resulted in a considerable improvement
in overall speech quality.

Coder DRT score
LPC-10e 68.0
CELP 83.8
Narrow-band coder 84.4
Wide-band coder 86.8

Table 2: DRT results for wide-band LPC vocoder and
narrow-band CELP coder.

5. CONCLUSIONS

An LSF coding scheme using an adaptive predictor and
a sub-band technique for wide-band vocoding have been
presented. DRT results indicate that wide-band opera-
tion allows improved intelligibility to be achieved at a
given bit rate.
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