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ABSTRACT

Aiming at robust speech recognition, we have proposed a
framework for “phonological concept formation,” which
is the task of acquiring an efficient representation of
phonemes from spoken word samples without using any
transcriptions except for the lexical classification of the
words. In order to implement this task, we propose
the “piecewise linear segment lattice (PLSL)” model for
phoneme representation. The structure of this model is a
lattice of segments, each of which is represented as regres-
sion coefficients of feature vectors within the segment. In
order to organize phone models, operations including divi-
sion, concatenation, blocking and clustering are applied to
the models. Feasibility of the method is discussed with
experimental results for isolated word recognition. The
recognition rate is improved by applying these operations.

1. INTRODUCTION

The ultimate goal of this work is to generate robust speech
recognition models. In the traditional paradigm of the
stochastic method for speech recognition, the process to
improve robustness sometimes tends to be a wrong spiral
of making precise models and increasing the size of the
training samples. In order to overcome such a limitation,
we have proposed a framework for “phonological concept
formation,” which is the task of acquiring an efficient rep-
resentation of phonemes from spoken word samples with-
out using any transcriptions except for the lexical classifi-
cation of the words[1][2].

The basis of this idea is that a phonological system should
better be formed throughout interactive communication
than be defined a priori. We assume that robustness is
derived from a flexible task in which the least necessary
knowledge is provided. In our approach, we assume that
the essential element in acquiring a phonological system is
to discover the relationships between utterances and their
meanings. In order to make this practical for experimental
purposes, they are simplified to the relationships between
isolated spoken word samples and their lexical classifica-
tion. Related studies are [3][4] as spoken language acqui-
sition and [5][6][7] as robust phone modeling.

2. PIECEWISE LINEAR SEGMENT LATTICE
(PLSL) MODEL

In order to implement this task, we propose the “piecewise
linear segment lattice (PLSL)” model as a framework for
phoneme representation.

Fig.1 shows the structure of PLSL. A spoken word sam-
ple is modeled by dividing it into several segments, each
of which is represented as regression coefficients of fea-
ture vectors within the segment (Fig.1(a)). An initial word
model of PLSL is obtained by bundling the models of the
samples which are belong to the same word (Fig.1(b)).
The lattice of a word model is then transformed to be a
more phone-like structure by matching and aligning be-
tween the sequences of the segments (Fig.1(c)).
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Figure 1: Structure of PLSL

The optimum segmentation of each sample, shown in
Fig.1(a), can be efficiently calculated using a dynamic pro-
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Figure 2: Structure of Models

gramming (DP) procedure, if the number of division is
fixed. The optimum N division is calculated with the fol-
lowing recurrent formulas as g(N; J) where J is the total
frame size of a sample.

g(1; j) = d(1; j)
g(n; j) = min

i
[g(n� 1; i) + d(i; j)] (if n > 1)

The distortion within a segment from the i-th frame to the
j-th frame in a sample is described as follows:

d(i; j) =
1
K

jX

t=i

KX

k=1

(yk(t) � ŷk(t))2 (1)

where yk(t) is the k-th component of feature vec-
tor at the t-th frame.

The proper number of divisions is determined as the num-
ber N which minimize the following AIC criterion. As-
suming distributions of residual vectors y(t) � ŷ(t) as a
uniform regular distribution of variance Σ, the AIC crite-
rion is described as follows:

lAIC =
1

2jΣj
g(N;T ) + K �N

(Items independent of division are omitted.)

We modify this criterion as follows in order to control the
number of division with the parameter �.

LAIC = g(N;T ) + � �N (2)

Matching distance is defined as the total distortion of a
sample with a PLSL, which can also be efficiently calcu-
lated using DP.

The PLSL model has an ability to represent objects in ar-
bitrary precision. And compared with typical stochastic
models, PLSL has the following advantages: 1) model pa-
rameters can be stably estimated with less samples, 2) its
structure can be dynamically changed with less calcula-
tion. All these computational characteristics are crucial
points to derive phonetic structures.

3. ORGANIZING PHONE MODELS

The procedure of organizing phone models is described as
follows:

(A) Unstructured Multi-Template Model

First of all, each sample in the training set is segmented
into a sequence of piecewise linear segments. Then the
unstructured multi-template models are constructed. Each
sample in the testing set is recognized by matching it with
these models using the DP beam search. (Fig.2(A))

(B) Initial Aligned Model

The above model is unstructured and not suitable for or-
ganizing phonetic structures, By aligning the segments in
each word model, this model has rudimentary structures.
One sequence selected from the training set is used for a



reference pattern of each word model. All the other sam-
ples of that word in the training set are segmented by align-
ing them to the reference. The number of segments, thus
become the same for each word. (Fig.2(B))

(C) Dividing Segments

The next step introduces division to the initial aligned
model. This division is done when the matching scores be-
tween segments in the alignment process exceeds a thresh-
old. (Fig.2(C))

(D) Concatenation

This step introduces concatenation of successive segments
to the previous model. For all the pairs of successive two
segments, new segments are generated by concatenating
the pairs of segments. The new segments are added to the
original lattice as new matching paths. (Fig.2(D))

(E) Blocking Aligned Segments

In this step, all the segments which are aligned at the same
position are bundled into a single sub-lattice, which we call
“blocking” in this paper. When matching a sample to the
lattice, the matching path can cross over the segments in
the different sequences of the original samples. (Fig.2(E))

(F) Clustering within a Block

Continued from (E), similar segments within a block are
clustered based on the LBG algorithm. (Fig.2(F))

(G) Grouping Similar Blocks

In this step, phonetic units of models are extracted by
grouping similar blocks over all word models by match-
ing sub-lattices in the models.

4. EXPERIMENTAL RESULTS

We have tested this model by speaker-independent isolated
word recognition. Word samples consist of 492 Japanese
words uttered once by 10 male speakers. The model is
trained with the samples from 9 speakers, and tested with
the samples from the other one speaker. The feature vector
consist of 12 cepstral coefficients and a log-power.

4.1. Beam Width

Results of experiments in changing the beam width are as
shown in Fig.3. The recognition rate is almost saturated
at a beam width of 128, and its recognition rate is 84.2%.
Accordingly, we use this beam width in the following ex-
periments.
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Figure 3: Beam Width

4.2. Structure of Models

The recognition rate for each step described in the previous
section is as follows:

(A) 84.2%, (B) 80.7%, (C) 82.9%, (D) 84.4% and (E)
91.5%.

These results show that the simple alignment model does
not achieve a sufficient recognition rate, but that the rate
can be improved by modifying the structures of the lattices.
Moreover, blocking of aligned segments significantly im-
proves the recognition rate.

4.3. Clustering Segments

Before clustering within a block, we made a preliminary
experiment of clustering all of the segments in the model
(A). The recognition rates by changing the number of clus-
ters are shown in Fig.4. The recognition rate is almost sat-
urated at a cluster size of 128.
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Figure 4: Clustering Segments in (A)

We also made a similar experiment on the model (B). The



results are shown in Fig.5. At the cluster number of 512
and 1024, the recognition rates are improved from the orig-
inal model.
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Figure 5: Clustering Segments in (B)

A similar experiment on the model (E) at the cluster num-
ber of 128 results in 90.2% recognition.

4.4. Clustering within a Block

An experiment of clustering within a block generates the
models as shown in Fig.2(F). The recognition rates by
changing the number of clusters in each block are shown
in Fig.6.

The results show that the recognition performance is im-
proved by clustering and that the fewer the cluster the bet-
ter the recognition rate. These results suggest that these
models have room for improvement by integrating divi-
sion and concatenation and making more precise models.
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Figure 6: Clustering within a Block

5. CONCLUDING REMARKS

In order to organize robust phone models, we proposed
PLSL and reported on the experiments of modifying the
models.

The experimental results are summarized as follows: 1) the
recognition rate is improved from the initial simple align-
ment model by applying division and concatenation to seg-
ments in the models. 2) The rate is significantly improved
by blocking aligned segments. 3) Clustering within a block
also improves the performance.

Investigating the optimum integration of these operations,
and extending the matching procedure over different word
models are left for future work. A human infant seems to
be able to acquire robust speech recognition model. Our
task is motivated by this fact. The future goal is to form
a phonological system automatically from speech samples
by simulating a human infant learning a spoken language.
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