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ABSTRACT

Blind signal separation method based on minimiz-
ing mutual information is applied to deal with multi-
speaker problem in speech recognition. Recognition

experiments performed under di�erent acoustic envi-
ronments, in a soundproof room and a reverberant

room, clarify that 1) the method can improve recog-
nition accuracy by about 20% where SNR condition

is 0 dB, 2) the method is more e�ective when many
speakers' speech exist than the simple overlapped sit-
uation, and that 3) the method does not work well

under reverberant conditions.

1. INTRODUCTION

Since the multi-speaker situation is quite usual

in speech communication, recognizing overlapped
speech is one of the most typical and important prob-

lems of speech recognition in real world. As known
as \cocktail party e�ect", humans can focus on the
particular speaker's speech under the existence of in-

terfering speech. Among various interpretations of
cocktail party e�ect such as speaker localization [1,2]

and tracking a formant structure[3], blind separation
methods seem to provide the most general framework.

A blind signal separation method based on min-

imization of mutual information [4] is potentially
suited for recognizing speech under multi-speaker

conditions, since the separation method does not
make any assumptions concerning spatial or spec-

tral characteristics of sound sources except for; 1) the
source signals are super-Gaussians, 2) no time di�er-
ence in the mixing process, 3) the source signals are

statistically independent and, 4) the time di�erences
of source signals are identical across the mixed sig-

nals.
In this paper, the e�ectiveness of the separation is

discussed in terms of acoustic preprocessing for multi-

speaker speech recognition, in the following order. In
Section 2, the blind separation method will be briey

described. Then, in Section 3, the experimental con-
ditions for evaluating the method will be described.

After discussions on the results of experiments in Sec-
tion 4, we will conclude this paper in Section 5.

2. METHOD

The signal separation method can be summarized as
follows [4].

If the statistically independent source signals
s1; s2; � � � ; sN are mixed by an N�N mixing matrix

A, the mixed signals x1;x2; � � � ;xN are obtained as
follows:

x = As; (1)

where x = (x1;x2; � � � ;xN)
t
and s = (s1; s2; � � � ; sN)

t
.

Note that there is no time di�erence among terms of a
source signal, si[n], in contributing the mixed signal,

xi[n].

Based upon this modeling, the blind separation of

signals can be formalized as a problem of �nding mix-
ing matrix A, or more directly, inverse matrix, A�1.

From the assumption that the source signals are in-
dependent, the inverse matrix A�1 is expected to be
estimated as a matrix of minimizing mutual informa-

tion between the signals obtained by multiplying an
unknown matrix, W to the mixed signal, i.e.

Â�1 = argmin
W

I (Wx +w0): (2)

Bell et al. found that, as far as s follows a super-

Gaussian distribution, the minimization of the mu-
tual information, I (Wx), can be achieved by maxi-
mizing joint entropy after nonlinearly squashingWx

so as to bound its variance. De�ning y as the
squashed version of Wx, therefore, the above min-

imizing procedure can be accomplished by

Â�1 = argmax
W

H (y); (3)

y = g (Wx+w0) ; (4)

where w0 is a bias vector and g(x) is a non-linear

squashing, e.g. sigmoid, function.

Joint entropy can be calculated as the expected

value of the log likelihood of joint distribution by

H(y) = E[�lnfy(y)]; (5)



and the joint distribution of y can be determined in

terms of joint distribution of x, and Jacobian jJ j of
the mapping from x to y

H(y) = E[�lnfy(y)]

= E[�ln
fx(x)

jJ j
] (6)

= E[lnjJ j] �E[lnfx(x)]:

Since the joint distribution of x is independent

fromW, it is enough to �ndW which maximizes the
�rst term, E[lnjJ j] to maximize joint entropy of y.

The gradient descent method can, then, be applied
to search for the W by di�erentiating logarithm of

Jacobian with respect to each element of W matrix:

W(i) =W(i�1) + ��W (7)

�W = E

�
@

@W
lnjJ j

�
: (8)

Where � is a learning factor and i is the number of

iteration. The iteration can be regarded being con-
verged when the ��W becomes less than predeter-

mined threshold value. Finally, with the estimated
matrix Ŵ the source signal can be recovered by in-

verting the mixing

s = Ŵx: (9)

3. EXPERIMENTAL SETUP

3.1 Recording Environment

The overlapped speech are recorded both in a sound-
proof room and a quiet but reverberant (T60 = 0.70

s) laboratory room. The back ground noise levels
are 28 (dBA), and 36 (dBA) respectively in those
rooms. The arrangement of loudspeakers and micro-

phones for recording multi-speaker speech, are illus-
trated in Figure 1, for the soundproof room condi-

tion. The same loudspeakers and microphones are
arranged in the same way in a larger (3m � 5m) lab-

oratory room for the recording under reverberant con-
dition. The test and the interfering speech are gen-
erated from loudspeakers 1 and 2 respectively. Two

directional microphones are located at the same point
so as to form a 90� angle. As shown in Figure 2, the

characteristics of the transfer function from a loud-
speaker to microphones are almost the same except
for their gains. Therefore, the resultant mixed signals

satisfy the mixing condition of linear addition, i.e.
x1 = a11s1 + a12s2. Furthermore, under that condi-

tion, the di�erence of arriving time from the same
speaker is negligible between two microphones.

In the other words, �11 = �21 and �12 = �22 hold

for the mixing process of the below form.

�
x1[n] = a11�s1[n� �11] + a12�s2[n � �12]
x2[n] = a21�s1[n� �21] + a22�s2[n � �22]

(10)

Table 1: Analysis Conditions for Recognition experi-
ments.

Common Conditions

Frame Length 20 ms

Frame Shift 10 ms

DTW

Sampling Freq. 8 kHz

Feature Vector 16 CH. SGDS

Analysis Freq. 4 - 17 Bark

CSR

Sampling Freq. 16 kHz

Feature Vector 12 MFCC + �MFCC + ��MFCC

�POW + ��POW

Vocabulary 381

Grammar no grammar

Sources of speech and interfering signals are stored
in digital 16 bit form, 16 kHz sampling. The mixed
signals are recorded in 8 kHz and 16 kHz for DTW

and CSR experiments, respectively.

As for interfering speech, human speech-like noise

(HSLN), which is a kind of bubble noise generated
by superimposing independent speech signals [5], is
utilized. By changing the number of superpositions,

we can simulate various multi-speaker conditions, e.g.
when HSLN of one superposition is used for inter-

ference, the overlap of two speakers is simulated,
whereas when the number of superpositions is large,
then cock-tail party environment is simulated.

3.2 Recognition Systems

Both DTW isolated word discrimination and HMM
continuous speech recognition experiments are per-
formed in speaker dependent manner. The isolated

word discrimination task is to discriminate the ut-
terances of a phonetically similar Japanese city name

pair. For the experiment, SGDS [6] is used as a spec-
tral measure and 68 utterances of �ve male speakers

are used. The rest of conditions are summarized in
Table 1 together with CSR case.

For continuous speech recognition (CSR) experi-

ment, HTK speech recognizer is used with the condi-
tions listed in Table 1. For the CSR experiment each

of ten sentences of four male and four female speakers
are used as test data. The monophone HMM model
is trained by 140 phonetically balanced sentences.

4.RESULTS

4.1 DTW Word Discrimination

Figure 3 shows the recognition accuracy across global
SNR of the test speech against the interfering signal

of HSLN of 256 superpositions. The baseline perfor-
mance, using the test signal recorded by microphone

1 with no interfering signal, is shown as the top ver-
tical line (CLEAN). From the directional property of



the microphone 10 to 20% better accuracy is obtained

by microphone 1 (MIC 1) than microphone 2 (MIC 2.)
However, the accuracy is 5 to 25 % lower than that of
clean signal. (Note: the accuracy usually never falls

down 50% in the word discrimination task.)
After separation (SEP 1), the recognition accuracy

is improved by about 2, 5, 7 and 10 % under SNR of
12, 6, 0 and -6 dB respectively, or the error rate is
reduced by two thirds or a half of the pre-separated

data. On the other hand, after separation, the accu-
racy of interfering signal (SEP 2) is greatly reduced.

This is also the evidence of the e�ectiveness of sig-
nal separation. From these results, it is clari�ed that

the separation method works well for pre-processing
of speech recognition systems.

4.2 HMM Continuous Speech Recognition

The same tendency with isolated word discrimination

were observed in HMM continuous speech recognition
experiment, which is illustrated in Figure 4, as the

word correctness (% Corr.: disregarding insertion er-
rors). The baseline recognition accuracy, however, is
quite low, especially when the SNR is lower than 0

dB. By applying the separation, an improvement in
accuracy of more than 20 % is obtained in 0 and 6

dB conditions.
The conspicuous di�erence from the DTW results

is that there is saturation in improving performance
at 12 dB of SNR, where the signals before separa-
tion out perform the separated speech. From these

results, it can be concluded that the blind separation
improves the performance more e�ectively when the

baseline accuracy is low.
Figure 5 shows the results across the type of in-

terfering speech, i.e. the number of superpositions of

HSLN. The SNR is �xed to be 0 dB throughout the
experiments. The results include simple overlapping

of single speaker's speech of a male (1M) and a fe-
male (1F). As shown from the �gure, in general, as

the number of interfering speech increases, the over-
all recognition accuracy decreases. However, the im-
provement obtained by the separation increases as the

number of superpositions increases.

4.3 Reverberant Room Results

From the CSR results of laboratory room recording,

in Figure 6, it can be shown that the separation
method does not work well in the reverberant con-
dition as in the soundproof room. In our previous

simulation experiment [7], the most critical condition
that governs the separation performance was the time

di�erence in the mixing process (described by equa-
tion (10)). In the reverberant room, where various

acoustic echo paths exist, this condition does not hold
due to the mixing of delayed signal.

5.CONCLUSION

In this paper we evaluated the Bell's blind separa-
tion method in order to utilize for preprocessing of

recognizing overlapped speech. In both DTW word
discrimination and HMM continuous word recogni-
tion, the separation method can improve recognition

accuracy by more than 10 % where SNR of the signal
is below 10 dB. From these results, it can be con-

cluded that the blind separation method is e�ective
to separate overlapped speech.

However, two problems are found; 1) saturation

of performance improvement in rather clean condi-
tions and 2) insu�cient results under highly rever-

berant conditions. The latter is a consequence of the
theoretical assumption of the method and the most

important problem to be solved in future works.
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Figure 1: Arrangement of speakers and microphones
for recoding overlapped speech. The outer frame cor-
responds to the size of the soundproof room.
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Figure 2: Transfer characteristics from loud speaker
1, to microphone 1 and 2. Since the spectral re-
sponses of the two channels are almost identical, the
mixed signal can be represented by linear addition, i.e.
x1 = a11s1 + a12s2.
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Figure 3: Recognition accuracy, correct rate in DTW
based word discrimination, of interfered and separated
speech under various SNR conditions. MIC1 is located
in front of the loudspeaker 1, which is for the test
speech. SEP1 is the separated signal corresponding to
the test speech, whereas SEP2 corresponds to that of
interfering speech.
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Figure 4: Word correct rate (% Corr) of HMM based
continuous speech recognition results under various
SNR conditions. The arrangement of microphones and
loudspeakers are same as the DTW word discrimination
experiment.
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Figure 5: % Corr. of HMM based continuous
speech recognition results plotted across the number
of superpositions of interfering human-speech-like noise
(HSLN). 1M and 1F indicate the case when an utter-
ance of a male and female speaker is used as interfering
speech, i.e. simple overlapping speech situation.
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Figure 6: Word correct rate (% Corr) of HMM based
continuous speech recognition results applied to the re-
verberant laboratory room conditions with interfering
signals of various SNR.


