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ABSTRACT vr S eeen |~ monophones
The work described in this paper attempts to
automatically generate word baseforms as used in the
pronunciation dictionaries of largeocabulary speech
recognition systemd he input to the algorithroonsists ot
of several sample utterances per word. No additional ( ™""9%eh
information, like e.g. word spelling, is usetihe task
involves determining a suitable inventory stibword

units (SWU) as well asdetermining thebaseforms
themselves. — word models quantization

Experimentsshow that improvements over d&iphone
based dictionarare possiblewith lessthan tensample
utterances peword if testand trainingvocabularies are baseform dictionary
different. A possible applicationvould be a system _ ) o

based on a fixed inventory of HMM-modétsat needs Figure 1: Overview of training process

to be adapted to different vocabularies.

initialization and smoothig
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The basic subwordinit in thedictionary is theriphone

staterather than thériphone itself. In the experiments,
1. INTRODUCTION a set of 1353 triphonesas used. Since eadtiphone
was modeled by a three-state HMfis results in4059
triphone states. Using the triphone modgtodinitial
word models can be constructed. Theses modettiane
retrained using &w word utterancesnd smoothed by

Large vocabulary speech recognition systems usually use
pronunciation dictionaries to descrilbiee composition
of words from subwordinits (SWU). Popular examples

of SWUsare phonesnd triphones. On thghone level, ) . . - X

the dictionary entries (also callddseformskre either mterpolatlng with the _orlgmal trlph(_)ne parameters.
designed by humans or are generated by a grapheme toEaCh state in the r_esultln/gord model !sthen mapped
phoneme converter. This pagtescribes an approach to to theclosest state ithe set of 40_59 triphone states. A
find word baseforms by looking at sample utterances. S|m|Ia_r approachwas dprot)]osed in3]. l—:qm;e\éer,t the
Experimental results with a speaker-independent, experiments reported theravere restricte 0 a
continuous speech recognitisystem suggeshat the vocabulary of 24 wordand requiredover 100 sample

approach is both usefalnd practicable. There are two uttera_ncest pelvv?rd t% Eu'lt(:] a ntfgmbasd?:]ortng t?;he
main requirementghat arecognitionsystemthat uses Experiments performed by the autrsiiowedthat bo

baseforms derived from sample utterances must fulfill to the training process forthe Wofd models and the
be practicable: distance metric used whemapping theword model

states to the triphone states asgtremely crucial.
Depending on thehoices made, results varibdtween
hopelessand practicable. Theollowing three are the
most important requirements:

¢ The number of required sample utteranceswsd
must be small(say, <10) to avoid tedious and
expensive speech recording sessions.

¢ |If there are no examples all for a word,there must
still be away to add theword to the recognition
vocabulary.

3. DISTANCES

The emissiorprobability of a feature vector in a state
with a single semicontinuousodebook ofsize M is

2. WORDMODEL QUANTIZATION described by the formula

M
An overview of the complete training process is given in fX) =S pefXc,)
the following figure. Zl “ o

where pis the kth trainedweight in a state and
f(X|c,) is the kth gaussiardensity in the shared



codebookFor distance measuremetestween states we
only look atthe weights p. With this simplifying

assumption, it is sufficient to discugbe distance
computation between two sets of weights

P=(py,-, Av) andQ=(ay,---,dy) -

A popular choice for a distanceithin the speech
recognition community is th@formation loss

np nq
dipss(P. Q= HPO Q- no+n H(P) - n n H(Q)
p q p q

where H(P) denotes entropy,, is the trainingcount for

P and
n,p; +
(PO Q) :M
np+nq

A little thought reveals that this distance has the strange
property that distributions with small training counts are
close toany otherdistribution. If used foquantization
purposes, most retrainedbord model states will be
mapped to the least trained elements in $e¢ of
triphone statesResultsare catastrophic. QGfourse, the
exact same property makes,,, a good choice for

clustering purposes.

Three more suitable candidates dieected divergence
euklidean distancgndabsolute distance:

M M
ddiv=2pi log -Z nlogq ,

1=1 1=1

M

deuk = (pk - qk)2 )
1=1
M

d Ipi—ail -

abs ~
1=1
Beforeapplying these distances to the quantization task,
they need to be generalized to sthie multi-stream
architecture of the recognitiosystem. In a twestream

system, emission probability is
M M

f(x)= Z Pif(Xlcy ) ; pf(xIc) .
=1 =1

where thep, are theweights forthe second stream, e.g.

A-coefficients. Experimentshow that it is absolutely
important not to ignore this information durirsjate
quantization. For the generalizationsdyf, andd,to

multiple streamsefficiently computable formulations
can be derived exactly, e.g.

M M
dg = Plogn + RlogR -
1=1 1=1

M M
logg -5 P logd
;p.ogq ;nogq

For d., something similar ispossible, but the
notation is somewhanessy, so it is omittetlere. For

d,,s things are not so easy, so an approximate substitute training set consists oftwo parts:

will have to do:

M M
dabs: lei_ qi|+z rh _-E” .
1=1 1=1

In experiments, thedifferences between theghree
choices interms ofword accuracy achieved with the
resulting baseforms wagot remarkableHowever, the
experiments also showethat the generalization to
include all streams was essentislhenonly onestream
was considereduring quantizationaccuracy degraded
in an unacceptableay. It is quite common practice to
make similar  simplifying  assumptions  (like
unimodality) during distance computation, e.gwiorks
on distribution sharing. It might beell worthwhile to
invest some effortinto developing efficient and
sufficiently exact distances for continuousixture
distributions.

4. THE RECOGNITION SYSTEM

This section describesthe basic structure of the
recognition system used for the experiments.

As acoustic features 12 MFCC coefficients were used as
computed bythe HTK ([4]) toolkit. Frame length was
30ms, with 100 frames per second. These featuees
augmented by 12 first order delta coefficients, energy
andA-energy, resulting in a featuvector of dimension
26.

These featureare modeled aghree streams which are
assumed to be independent of each other: The MFCC -
coefficients themselveshe deltacoefficients,and the
energy with its first derivativeThe features from each
stream are quantized usingne semicontinuous
codebookper stream. The covariance matriaesed in

the codebooks werdiagonal matrices. This assumption
is acceptable if multiple streams are used.

Triphones andnonophones were modeled thyee state
Bakis type HMMs.Each baseform isterminated by a
one state model supposed to account for interword
effects.

The abovedesign decisions result in ystemwith a
structurevery similar to theone described by Huang
([2]). Note that apartfrom the MFCCcoefficients, the
HTK toolkit was not used. Thesystem is described in
more detail in [1].

5. EXPERIMENTS

The test setupsed 10960 utterances by 97 speakers to
train the monophonesand triphones (traininget A).
The vocabulary size othe trainingset was1486. The
recognition vocabulary containe®65 words,some of
which occured irthe trainingvocabulary. Word models
weretrained on utterances of the 365 testrds, as cut
from continuous speedltraining set B). Thebaseforms
resulting fromquantizing thesenodels onto triphone
states were useduring recognition on the teset C,
which useghe samevocabulary as set B. Nothat the
One domain
independent, large general purpdssEning set totrain
triphones, and a smadlet of sample utterances from a



specific application vocabularyhe test set C contained
200 sentences uttered by a speakdro had no
utterances in set A or set B. No language model was
used, so perplexity was 365.

5.1. Triphone Training

As a performance baseline, a fairly generic triphone
approach was chosen. All within-word triphones
occurring in trainingset A morethan 40times were
assumed to be sufficientlfrained. Their parameters
were interpolated with those from the corresponding

The robustness of semicontinuous modelsnigportant
when usingfew examples. With discretmodelsand 5
samples per wordaccuracy collapses t49.8 % from
61.2 % in the semicontinuous cas¥enthough the
same smoothing techniques amployed.This huge
difference almost vanishes #ise number of samples
increases.

5.2. Distances

In section 4, severalvays to compute the distance
between distributions during quantization were

monophones to provide robustness. Triphones occurring suggestedThe following table compareshe distances

lessthan 40times were assumed to badertrained and
were replaced byheir centermonophones. This results
in a word accuracy 066.3 % on set CThis rather
unsatisfactory performance is causedtiy change in
vocabulary. Orthe same test sedccuracy increases to
81% if triphone training isbased on set BThis
discrepancy illustratesthe well known fact that

in terms of word accuracy when thegre used for
baseform generation.

abs div euk euk 1

74.1 73.9 74.7 56.6

While there is littledifference betweerthe distances

triphones are particularly suited to setups where test and that useall available information, ibecomesclearthat

training vocabulary are identical.

The questiomow is bywhat margin the 66.3% can be
improved withoutchangingany HMM parametersjust
by tuning the pronunciation dictionary.

5.2. Wordmodel Training

The wordmodelstrained onset Bare thebasis for the
automatically generated baseforms. Their training has to
be done carefully tguaranteegood results with few
examples.

Before training starts,wordmodelsare constructed as
sequences ofthe appropriate triphones. Thword
samples cut from set &e therused forretraining. In a
final step, the resultingmodel parameters are
interpolated with the parameters #eey werebefore
training started. Accuracy was measured without
smoothing (NS), with total smoothing (TS, = triphones),
with 50% smoothing (HS) and with parameter
interpolation weighted by théraining count for the
parameters (WS). The results adésplayed in the
following table:

#samplesy NS| TS| HS W$
all 60.0| 66.3| 86.0 82.]
5 61.2

This showsthat unsmoothedraining actually degrades
performance, evethough all available word samples
were used.The number of samples perord ranged
from at least 15 up to about 100 fime most frequent
words. Weighted smoothingffered noadvantageover
the simplistic 50% approach, whickielded 86%
accuracy. When monophonage used for interpolation
and initialization, accuracy only slightly degrades to
84.9 % (not in the table).

When the number of trainingtterances is restricted to
five samples peword chosen with aandom number
generator, word model accuracy is only 61.2 %.

the restriction to one stream (column euk 1) is not
acceptable.

5.2. Samples per Word

Figure 2 shows botlthe recognitionaccuracy of the
wordmodels themselveand of the resultindgpaseforms,
depending on the number of sample utteramses! for
retraining.
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Figure 2: Recognitionaccuracy depending on number of
training samples.

The surprising result is thatvhile more sample
utterances peword have astrongeffect onthe quality
of the resultingword model,this is no longer true for
the baseform obtained ke state quantizatioprocess.
When only five sample utterances pevord are used,
word accuracy even increases aftprantization. The
recognition accuracyusing the normal triphone
baseforms was$6.3%. Even withonly 5 examples,
69.8% accuracy results, as can be seen in the figure.
Using morethan 15sample utterancedoesnot help a
lot any more. Alimit is reached at 75%ccuracy.This
might indicate that theecognition rate is limited by the
quality of the triphonesather than théaseforms in the
dictionary.



5.3. Example Baseforms

An example of a triphondaseformand abaseform
resulting from the automategrocessmight serve to
make some of the above explanations more
Iunderstandable. The notation we use for triphones is
m_r
which stands forthe phone /m/preceded by/l/ and
followed by/r/. Thespecialsymbols® and$ denote the
beginning and the end of word, respectively. The
'‘phone’ /ssil/ is the interword model with one state.
When referencing triphone states, the state number
I(starting at 0) is appended to the triphone notation. So
m_r 0O
is the first state of the above triphone.

With this notation, the triphonédaseform for the
german word 'Zug' (meaning train) is:

Nt sts us uku k ssilk ssil_$

Notethat all triphone®ccured frequently enough in the
training material,otherwise monophones would have
been substituted.

The somewhat lengthy baseform fbe samevord after
guantization is:

n_t ssil 0 nNtsllts2tsUO
tsultsu?2sukOsuk?1

s u_k 2u_k ssil_Ou_k_ssil_1

u k ssil 2u ssil $ 0

This examplenicely illustrates some of the typical
properties of the automatically generatbdseforms.
First of all, the center phone almostver differs from
the center phone in the original triphone dictiondust
theleft and rightcontext varies, as in the first phone of
the example.

More remarkablythe state number (0-2) almaséver

e The parameters obtained afteaining aword model
must be interpolated with the original triphone
parameters,even when severahundred training
utterances are used.

¢ The distance metric used when mapping word model
states to triphone states must consider all
distribution parameters. If e.g. the emission
probabilities forthe A-Parameters are omittdtbm
distance computation tgain speed,the quality of
the resulting baseforms degrades considerably.

Experiments showed that a substantial gain in
recognition accuracy (66.3% 72.2%) was already
obtained with ten randomly chosen sample utterances
per word. Even wittfive samples per word, there was
still noticeable improvementhis is quite remarkable,
since the whole word models used to create the
baseforms inthis casehad less performance¢han the
models built from the resulting stagequences. It seems
that the quantizatioonto the well-trained inventory is
able to compensate some effects of undertraining.

We have thus met thievo requirements mentioned in
the introduction: It is possible to improve the
pronunciation dictionary with a reasonably small
number of sample utteranceBecausethe underlying
inventory of SWUs doesave a phonetic interpretation,
it is still possible toenter new words into the
vocabulary, even if no sample utterancesalit are
available, simply by using a triphone representation.
This baseform might later beimproved online as
samples of the new word come in.

However, inother experiments not reported here, it was
not possible to beathe performance of triphones for
identical testand training domains. This is neither
astonishing nor really a drawbacktbE approactsince
automatically generated baseformge most useful in
applications were new words have toibegrated into

changes, i.e. the beginnings of phones are mapped to thethe vocabulary.

first state of some triphonthe center to state and the
end almostinevitably to a statex x_x_2 , although
there is no restriction whatsoever in the algorithm.

6. CONCLUSION

The wordmodel-quantization approach presemtsove
was successful in a setup whére domains of test and
training, i.e. the vocabulary or the frequency distribution
of words inthe vocabulary, was differentThis is a
situation where a triphonbased dictionary does not
guarantee the usual performance.

The important desigdecisionsare summarized by the
following points:

¢ The word modeltraining mustuse semicontinuous
HMMs. Discrete modelare notrobust enough, and
continuous models do not have simgad exact
distance measures.
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