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ABSTRACT

In this paper, we describe our recent work in automatic

transcription of broadcast news programming from ra-

dio and television. This is a very challenging recogni-

tion problem because of the frequent and unpredictable

changes that occur in speaker, speaking style, topic, chan-

nel, and background conditions. Faced with such a prob-

lem, there is a strong tendency to try to carve the in-

put into separable classes and deal with each one inde-

pendently. We have chosen instead to rely on condition-

independent models and adaptive algorithms to deal with

this highly variable data. In addition, we have developed

e�ective techniques to automatically segment the input

waveform and cluster the segments into data sets contain-

ing similar speakers and conditions to support unsuper-

vised adaptation on the test. Using this general approach,

we achieved the best overall word error rate of 31.8% on

the 1996 DARPA Hub-4 Unpartitioned Evaluation.

1. INTRODUCTION

Automatic transcription of broadcast news program-
ming from radio and television is a very challenging
recognition problem because of the frequent and un-
predictable changes that occur in speaker, speaking
style, topic, channel, and background conditions. For
example, wide and narrow band signals are often in-
terleaved within a conversation between a studio an-
chor and a caller. Also, music and ambient noise are
frequently present in the audio track. Faced with
such a problem, there is a strong tendency to try to
carve the input into separable classes and deal with
each one independently. But doing so requires that
separate condition-speci�c models be created and dis-
patched to appropriate segments of test data. This
implies additional computation and system complex-
ity and requires an accurate procedure for jointly seg-
menting and classifying the data into the known con-
dition types. None of this is very appealing for prac-
tical reasons.

We would much prefer to employ a single seed model
that can be quickly adapted to any condition found
in the test data. If we could do this, a general tran-
scription system could be organized into �ve logical
stages:
1. Segment the data
2. Cluster the segments

3. Decode with a speaker-independent model to get
transcriptions for adaptation
4. Adapt the model to each cluster
5. Decode with adapted models to produce the �nal
answer
Note that this system needs no prior knowledge about
the speci�c conditions contained in the test. How-
ever, it does require that we be able to automatically
segment the data into small enough chunks to allow
them to be automatically clustered into acoustically
similar sets.

We have recently built such a general transcription
system and found it to be competitive with more
complicated approaches that attempt to model spe-
ci�c conditions expected in the test. In the following
section, we describe an automatic acoustic segmen-
tation algorithm that is e�ective on broadcast news.
In section 3, we introduce a fully automatic blind
speaker-clustering algorithm. In section 4, we demon-
strate our successful condition-independent approach
to the transcription of broadcast news.

2. ACOUSTIC SEGMENTATION

Since our acoustic models are gender-dependent, we
need to cut the large monolithic input waveforms at
gender-change boundaries and then classify the re-
sulting segments as male or female. We also need
to break the long segments into shorter ones for
computational e�ciency in our decoder. We accom-
plished both of these with a dual-gender, context-
independent phoneme decoder. That is, male and fe-
male HMMs were decoded in parallel in a single pass
over the data. The model incorporated a bigram on
the phone transitions and permitted a gender tran-
sition anywhere. The pause model was common to
both genders. The output of this decode was a se-
quence of pauses and gender-tagged phones with ac-
companying time-stamps.

The desired segments were then produced by cutting
the input at pause locations and gender changes indi-
cated in the phone transcription. Boundary decisions
were guided by several heuristics. No speech segment
was permitted to be shorter than 2 seconds. And
boundaries were not located within pauses shorter



than 150 milliseconds, unless the hypothesized seg-
ment grew beyond about 10 seconds. These con-
straints resulted in an average segment length of 8
seconds over the test data.

This simple model proved to work very well. In
the 1996 DARPA Hub-4 Unpartitioned Evaluation,
this segmentation strategy was only slightly worse
(5% relative) than the idealized test using known
speaker/condition change boundaries. Moreover, the
segmenter e�ectively rejected segments of pure mu-
sic or noise by labeling them as pauses (non-speech
intervals were included in the pause training). The
gender classi�cation was very stable - less than 1% of
the data was misclassi�ed for gender.

3. SPEAKER CLUSTERING

The goal of speaker clustering is to group segments
from the same speaker and condition together to im-
prove the e�ectiveness of unsupervised adaptation.
We have developed a fully automatic blind cluster-
ing algorithm [4] to accomplish this. In practice,
we regard a speaker as a generic concept which re-
ally means speaker with channel and background
condition. Thus, speech from the same physical
speaker with signi�cantly di�erent channel and/or
background conditions should be treated as speech
from two di�erent speakers in speaker clustering.
Conversely, we may want to classify speech from two
speakers in the same cluster if their acoustic char-
actistics are not signi�cantly di�erent. In any case,
the ultimate e�ectiveness of speaker clustering in this
transcription task is measured by how well the clus-
ters behave under unsupervised adaptation.

3.1. Clustering Algorithm

Consider that we have a collection of segments S
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that each pj contains only segments from the same
speaker/condition and also speech segments from this
speaker are classi�ed into pj only. Assume that the
vectors in each of these sequences can be modeled
as coming from a multivariate Gaussian distribution
and that the vectors are statistically independent. A
good clustering solution should have relatively small
dispersion within clusters. The within-cluster disper-
sion [6] is de�ned as

W =

kX

j=1

Nj ��j

where �j is the covariance matrix and Nj is the total
number of feature vectors in cluster pj . There are
several good clustering criteria [2]. We prefer to use
the determinant of W to measure the goodness of

speaker clustering. Some penalty against too many
clusters must be used to avoid the degenerate solution
of one segment per cluster.

There are three stages in the clustering algorithm.
1. A distance matrix is created by computing the
distance between every pair of segments. We use an
acoustic segment distance measure from earlier work
in speaker-identi�cation [3]. We scale the distance by
a parameter that favors segments occurring close in
time, since nearby segments are more likely to have
come from the same speaker.
2. A cluster dendrogram is constructed from the dis-
tance matrix using the routine, hclust, from the Splus
statistical software package. For any given number
k, this cluster tree can be pruned subsequently with
only k leaves left, which corresponds to the k tightest
clusters in the solution.
3. We then choose the best solution for k by minimiz-
ing the penalized determinant of the within-cluster
dispersion matrix.

Figure 1 illustrates how the penalty interacts with
dispersion to select the desired solution.

NUMBER OF CLUSTERS

D
IS

P
E

R
S

IO
N

5 10 15 20

2
4

6
8

dispersion

dispersion with penalty

penalty

MINIMUM

Figure 1: Model selection based on penalty against the

number of clusters.

3.2. Clustering Experiments

We evaluated the e�ectiveness of the clustering algo-
rithm on the 1995 Hub-4 development data consisting
of half-hour segments of the program, Marketplace.
In table 1, we compare a Speaker-Independent (SI)
baseline against four adapted results which use di�er-
ent partitions of the test data for unsupervised adap-
tation. In experiment (2), the unsupervised adapta-
tion is performed on each speaker turn individually
and, as expected, this performs better than the SI
baseline. In (3), the adaptation is done on ideal clus-
ters composed of whole speaker turns and this per-
forms marginally better than adapting to each turn
individually. Experiments (2) and (3) are idealized
cases from hand marked data for comparison to the



Experiment WER

1. SI baseline - no adaptation 28.2
2. Individual speaker turns (ideal) 25.6
3. Clustered speaker turns (ideal) 25.0
4. Clustered segments 25.8
5. Clustered segments with adjacency 24.8

Table 1: Clustering results on Marketplace episode,

940523, of Hub-4 1995.

next two experiments in the table. In (4), we show
the performance when the adaptation is performed
on automatically segmented and clustered data, but
without the adjacency bias on the distance measure.
The �nal experiment (5) includes the adjacency bias
and shows that our automatic speaker clustering al-
gorithm improves unsupervised adaptation as much
as the hand labeled ideal case. This experiment was
repeated on the six episodes of the 1996 Hub-4 de-
velopment test data with the same conclusion.

4. CONDITION-INDEPENDENT

MODELS

There are many di�erent speaking and recording con-
ditions present in broadcast news programming. For
the 1996 Hub-4 test, all conditions were collapsed into
six categories or focus (F) conditions determined by
�ve binary attributes: spontanteous speech, degraded
channel, music, noise, and non-native accent. Many
of the 32 possible combinations actually occurred in
the data. It is tempting to develop speci�c solutions
for each of these F-conditions but the cost for doing
so is very high in terms of system complexity and

dilution of research e�ort. It is much more desir-
able to have a general adaptive system that makes
no assumptions about the speci�c conditions of the
data. To determine whether we could achieve such
a system with today's speech recognition technology,
we needed to compare condition-independent models
against two competing strategies: condition-speci�c
training and supervised adaptation to condition.

4.1. Condition-Speci�c Approaches

One approach to dealing with the many conditions is
to train a separate model for each one. In particu-
lar, one might suspect that including noisy degraded
data in a model for the clean data could be detrimen-
tal. To test this supposition, we made a condition-
speci�c model for \clean" speech from all of the data
marked as F0 (clean, wideband, read, native accent)
and F1 (+spontaneous). Broadcast news data divides
roughly in half between clean and degraded data. In
Table 2 we measure the e�ect of training the model
with only F0 and F1 data (i.e., discarding the other
50% of the data). In both conditions, we did not use

adaptation on the test data.

Training Data

Condition All F0,F1

F0. prepared 19.1 20.0
F1. spontaneous 42.8 42.7

Table 2: Error rate on clean wideband speech (F0 and

F1) when training on all speech vs. only on F0 and F1

speech.

These results show that it is better to include the
data from other conditions than it is to discard it
in training. In a separate series of experiments, in
which we made a narrow-band model speci�cally for
telephone speech, we found that we could improve the
performance on the narrow-band data by only a small
amount (less than 10% relative). Since the telephone
data is only 10% of the test data, the resulting tiny
overall improvement did not justify the added system
complexity required. So we concluded that condition-
speci�c training o�ered little for broadcast news.

Another strategy would be to adapt a model trained
on all of the speech to each of the marked condi-
tions using supervised adaptation. This only requires
training the system once, and quickly produces many
condition-speci�c models. Since the training is super-
vised and there is substantial training for each con-
dition, the adaptation can be quite detailed. In the
following section, we compare this condition-adapted
strategy to our desired condition-independent sys-
tem.

4.2. Comparative Experiments

We propose to use a single model as the basis for
adapting to any condition observed in the test data.
Commonly, a pooled Speaker-Independent (SI) seed
model is used. We have improved on the SI model by
removing the characteristics of each training speaker
(and condition) in an iterative procedure that we call
Speaker-Adaptive Training (SAT) as described in [1].
SAT �nds the \compact" model that results in the
highest likelihood for all the speakers' data, given
their corresponding transformations to the previous
model. We are continuing to investigate SAT algo-
rithms and have recently developed more practical
methods that can handle thousands of training speak-
ers [5].

In Table 3, we show the results obtained for sys-
tems con�gured with various combinations of adapt-
ing the model to the condition, unsupervised speaker-
adaptation on the test, and Speaker Adaptive Train-
ing (SAT). Results are broken out for each test con-
dition and averaged over all conditions.



Column 1 2 3 4 5

Adapt on Train NO YES NO YES SAT

Adapt on Test NO NO YES YES YES

models/gender 1 7 1 7 1

F0. prepared 16.6 16.1 15.3 14.9 14.8

F1. spontaneous 39.4 37.8 36.7 35.2 35.1

F2. low �delity 45.4 44.5 40.1 40.4 40.2

F3. music 32.0 30.8 30.2 29.6 30.2

F4. noise 25.6 24.8 24.1 23.4 25.0

F5. non-native 30.8 31.0 25.9 25.6 23.4

FX. mixed 58.4 57.4 54.8 54.0 53.7

OVERALL 35.2 34.3 32.3 31.7 31.6

Table 3: Word error rate by test condition, for SI, su-

pervised condition adaption, unsupervised adaptation on

test, supervised condition adaptation plus unsupervised

adaptation on test, and SAT adapted training with adap-

tation on test.

The SI baseline result is shown in column 1. The
baseline uses a single model for all conditions with-
out any adaptation. In the second column, the SI
model is adapted to each condition in the training
with supervision. This approach shows improvement
in each condition but creates 7 di�erent models which
must be properly matched to the test segments by
some unknown means. For this experiment and those
in columns 3 and 4, we chose the correct model-to-
condition assignments by hand. In column 3, we ob-
serve that unsupervised adaptation to the test is more
powerful than supervised adaptation on the training
even though it uses only a single seed model. Further-
more, the result in column 4 shows that the two adap-
tation strategies combine additively, but once again
at the cost of creating a model for each condition
in the training. In column 5, we use a single SAT
model as the seed for unsupervised adaptation and
the result is as good as the condition-adapted mod-
els of column 4. Moreover, for this system there is no
need to determine the speci�c class of test segment {
automatic clustering into blind classes is su�cient.

So at this time, we believe that condition-
independent models can achieve state-of-the-art per-
formance on highly variable data such as is found
in broadcast news. We do not dispute that further
progress could be made on condition-speci�c model-
ing, but we believe that the overall gains that can be
achieved by these methods cannot justify the costs
in terms of system complexity, computation during
recogniton, and fragmented research e�ort.

5. SUMMARY

We have successfully employed a dual-gender
context-independent phone model to automatically
segment the large monolithic broadcast news input

waveforms. Compared to hand segmented data, the
performance on automatically segmented data was
only 5% worse in relative terms.

We have demonstrated a completely automatic
speaker clustering algorithm that is used to group
acoustically similar segments together for unsuper-
vised adaptation. We compared the performance of
unsupervised adaptation using our clustering algo-
rithm versus using the ideal clustering from known
segment conditions and found no signi�cant di�er-
ence in performance.

Most importantly, we have shown that general adap-
tive techniques can e�ectively deal with the extraor-
dinary variability found in broadcast news program-
ming. In training, we remove as much speaker- and
condition-speci�c variability as we can with Speaker
Adaptive Training. This results in a single model for
all conditions that is better suited for unsupervised
adaptation to the test data than the common pooled
Speaker-Independent model. Using this condition-

independent approach, we achieved the best overall
word error rate of 31.8% on the 1996 DARPA Hub-4
Unpartitioned Evaluation (UE test).
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