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Abstract

In this paper we present a new approach for topic
spotting based on subword units (phonemes and fea-
ture vectors) instead of words. Classi�cation of topics
is done by running topic dependent polygram lan-
guage models over these symbol sequences and de-
ciding for the one with the best score. We trained
and tested the two methods on three di�erent cor-
pora. The �rst is a part of a media corpus which
contains data from TV shows for three di�erent top-
ics (IDS), the second is part of the Switchboard cor-
pus, the third is a collection of human machine di-
alogs about train timetable information (EVAR cor-
pus). The results on Switchboard are compared
with phoneme based approaches which were made
at CRIM (Montr�eal) and DRA (Malvern) and are
presented as ROC curves; the results on IDS and
EVAR are compared with a word based approach and
presented as confusion tables. We show that a sur-
prisingly little amount of recognition accuracy is lost
when going from word to subword based topic spot-
ting.

1. Introduction

In most approaches in the �eld of topic spotting,
words or word sequences are used for identifying a
topic [8]. This is done by word recognition with large
vocabularies or special word spotters [14]. To train
such recognizers in both cases a huge amount of te-
diously labeled data has to be available.

For the training of our topic spotter with phonemes
and vector quantized feature vectors we do not need
the data to be labeled as exactly as for training a
word spotter or a word recognition system. We only
need the speech signals labeled with their topic rather
than a word{to{word transliteration. Using either
a vector quantizer or phoneme segmentizer (see sec-
tion 2.), we segment the speech signal into a symbol
sequence. With these sequences we train stochastic
language models (LMs) for each of the topics to be

1This work was funded by the German Federal Ministry of
Education, Science, Research and Technology (BMBF) in the
framework of the Verbmobil Project under the Grant 01 IV
701 K5. The responsibility for the contents of this study lies
with the authors. We would like to thank our colleagues from
CRIM and DRA for the fruitful discussions and for providing
us with the phoneme sequences for Switchboard.

identi�ed. In the test phase we run all LMs in par-
allel and decide for the topic with the maximum a
posteriori probability (see section 3.).

The advantage of our approach is evident when
changing to a new domain. Doing topic spotting
with a large vocabulary speech recognizer, one has to
adapt the lexicon if not retrain all the acoustic models
with domain dependent transliterated speech. With a
word spotter, new keywords have to be identi�ed and
trained. In our approach only the language models
have to be retrained. The training labels, i.e. the as-
signment of the topic to the training utterances, can
be done very fast. Using the vector quantizer, one
can even switch the language without the need for a
more detailed labeling of the training data.

For our experiments we understand a topic in two
di�erent ways: in the �rst case (IDS [13] and Switch-
board [4]), the topic of an utterance is given by the
topic of the TV show (i.e. folk music vs. politics)
or by instructing the speaker to talk about a subject;
in the second case (EVAR, [1]) we analyze user ut-
terances which were collected in a �eld test with our
information retrieval dialog system. Each utterance is
represented on a semantic level as containing a certain
number of semantic attributes (like relative time ex-
pression). In this case we interpret the presence or ab-
sence of a semantic attribute as topic of the utterance.
Notice that we do not consider topic changes (i.e. one
utterance belongs to exactly one topic), and that the
de�nition of topic w.r.t. IDS and Switchboard is much
more broad than the de�nition w.r.t. EVAR2.

2. Subword Units

For representing the speech signal as feature vec-
tors, we use the mel-frequency-cepstrum-coe�cients
(MFCCs). A feature vector c is calculated for a 10ms
part of the speech signal and contains the energy and
the �rst 11 MFCCs. To create useful codebook class
sequences (CCSs) eight neighboring feature vectors c
are concatenated to a new feature vector ĉ, which
describes a context of 80ms with 96 coe�cients. We
use this time window, because the average length of a
phoneme is about 80ms across many languages. With
this feature vector we calculate an initial codebook
q(Ĉ) with 256 classes. Using the linear discriminant

2The accuracy of a topic spotter heavily depends on the
closeness of the competing topics, whether we allow the speaker
to digress from the given topic, and how much time to decide
upon the topic.
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Figure 1: Partitioning of the feature space with
feature reduction using LDA

analysis (LDA) on the codebook q(Ĉ) we optimize
the intra- and inter-class-distance of the 256 code-
book classes and transform the feature vector ĉ with
the 96 components in a new smaller vector ~c with
24 components. This feature vector is used to train a

new codebook q( ~C) with 65 classes (see �gure 1). For
training the codebook we use the well known LBG-
algorithm [7], which minimizes the expected quanti-
zation error

" = E [d(C; q(C))] (1)

With the resulting codebook we are able to segment
the utterances of the training and test data into
equidistant codebook class sequences with a segment
length of 80ms. Using these CCSs we train a LM for
every topic of interest.

For representing the speech signal as phonemes se-
quences (PS) we use a standard HMM recognizer.
In the case of the IDS corpus we use a monophone
recognizer trained on the Verbmobil task [2]; for the
Switchboard corpus we use the phoneme recognizer
from CRIM [6] to allow for better comparison of the
results (see Section 5.).

3. Polygram Language Model

In most cases language models are used to calculate
the probability of a word sequence ! = !1 : : : !m in a
given language or context. We use polygram language
models [10], which are a special kind of stochastic lan-
guage models to estimate the probability of a symbol
sequence where a symbol could be a phoneme or a
codebook class.

Using polygrams the probability of the symbol se-
quence !1 : : : !m is calculated with the help of

P (!1 : : : !m) =

P (!1) �

mY

n=2

P (!n j !1!2 : : : !n�2!n�1| {z }
history

) (2)

Because the younger history !m�n+1 : : : !m�1 of the
symbol sequence !1 : : : !m is more important for
modeling and to restrict the number of free parame-
ters inside the LM, we only use the last n�1 symbols
instead of the whole history.

P (!m j !1 : : : !m�1) '

P (!m j !m�n+1 : : : !m�1| {z }
(n�1)

) (3)

With this shorter history we can estimate P (!m j
!m�n+1 : : : !m�1) from a given training corpus using

the interpolation scheme

P̂ (!m j !1 : : : !m�1) =
#(!1 : : : !m)

#(!1 : : : !m�1)
; (4)

where # is a function which counts how often a sym-
bol sequence is seen in the training data. To handle
symbol sequences that were not seen in the training
data we need an interpolation formalism.

Linear interpolation

The �rst interpolation method we use is the linear
interpolation [10] (L = lexicon size):

~P (!m j !1 : : : !m�1) = p0 �
1

L

+p1 � P̂ (!m)

+p2 � P̂ (!m j !m�1)

+

nX

i=3

pi � P̂ (!m j !m�i+1 : : : !m�1): (5)

The interpolation coe�cients pi can be estimated us-
ing the Expectation Maximization (EM) algorithm [9]
on a given validation set. Using this method an un-
seen symbol sequence is modeled by its subsequences
weighted with the interpolation coe�cients.

Rational interpolation

The rational interpolation method is the second in-
terpolation we apply [10, 11]:

P (!m j !1 : : : !m�1) =
Pn

i=1 pi � (1=L)
n�i �#i(!1 : : : !m�1!m)Pn

i=1 pi � (1=L)
n�i �#i(!1 : : : !m�1)

; (6)

where #i counts the i predecessors (!m�i : : : !m�1)
in a given sequence !. In this interpolation formalism
it is also possible to estimate the interpolation coe�-
cients using the EM-algorithm on a given validation
set. This interpolation gives more weight to the sym-
bol sequences which have often been present in the
training data and are in the nearest neighborhood of
the observed symbol. New methods for polygram in-
terpolation are presented in [11].

Language models as classi�ers

Training topic dependent language models and run-
ning all of them in parallel we can use the language
models as topic classi�ers. Each one estimates the a-
posteriori probability P (Ti j ~!) for each topic Ti 2 T
of interest. We decide for the topic with the maxi-
mum a posteriori probability.

P (Ti j !) = P (! j Ti) � P (Ti)PN

j=1 P (!; Tj):
(7)

4. Corpora

4.1. IDS Corpus

We performed experiments on a small part of the IDS
Media corpus (Institut f�ur Deutsche Sprache). This



approach CCS PS WS

Interpolation R L R L R L
language 78 70 87 70 83 82
Politics 78 85 74 81 81 96
Culture 50 87 75 81 56 75

average 71 80 79 77 76 86

Table 1: Recognition results in percent for CCS, PS
and WS at the end of the utterance

corpus contains data from German TV shows for the
three topics speech, politics, and culture. It is not
easy to say, which TV show corresponds to which
topic. So we assigned, for example, one TV show
to the topic \politics", if it was announced that it
is a political discussion about the \gulf war". All
utterances of this TV show were then assigned to the
topic \politics". 316 utterances from 11 di�erent TV
shows were divided into speaker disjunctive training
(250 utterances) and test sets (66 utterances). The
length of an utterance is 39 seconds in the average.

4.2. Switchboard Corpus

The Switchboard corpus is an example for a broad
de�nition of topic. The users were given the task to
call another person who is unknown to them. They
were instructed to talk about a certain subject like
family life or gun control. The length of an utterance
is approximately 5 minutes. We used the exact same
subset of Switchboard as [6], i.e. 10 topics with a to-
tal of 507 �les, arranged in the ratio 9:1 training:test
in 10 di�erent ways (leave one out). The Switchboard
is a somewhat arti�cial task since the speakers were
instructed to talk about a given topic. Consequently
they often \gave the topic away" within the �rst sen-
tence (so we are supposed to talk about ...). In the
case of subword units the weakness of the corpus has
not as much e�ect as when evaluating keyword based
methods.

4.3. EVAR Corpus

For the experiments on topic spotting as part of a
shallow linguistic analysis we used the corpus de-
scribed in [3] which is collected using the train-
timetable information system EVAR. For training
and test purposes we use a set of 10114 sentences (2=3
for training and 1=3 for test). The average length of
an utterance is about 3.5 words. For these sentences
we have a semantic annotation which we use as a ref-
erence for the detection of semantic attributes.

5. Experiments and Results

For the IDS corpus we calculated polygrams for CCS,
PS and | simulating 100 percent word accuracy |
the spoken word sequence (WS). The maximum con-
text of the polygrams were trigrams. We interpo-
lated them with either linear (L) or rational (R) in-
terpolation. Table 1 shows the results we achieved
for the three class problem. It is surprising that we
only loose 6 percent recognition accuracy when go-
ing from the spoken word chain to codebook classes.
However one has to keep in mind that there is an
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Figure 2: Topic Spotting Performance on Switch-
board

order of magnitude less observations for training the
language models on WSs. We observed that linear
interpolation was more robust with smaller amounts
of training data (WS) or more consistent data in case
the amount the training was the same. This can be
seen when comparing the CCS with the PS results:
the amount of training material is the same but PS is
a better representation of the acoustic event than the
crude segmentation into equidistant 80ms segments.
For a more detailed discussion of the di�erent inter-
polation methods and spotting results with smaller
segments than the whole utterance cf. [12, 13].

Using the data from the Switchboard corpus we only
took the phoneme sequences produced by the CRIM
recognizer as input to the polygram classi�ers. We
can thus compare our results directly to the approach
from the CRIM (Montr�eal) who experimented with a
nearest neighbor and a decision tree based approach
as well as to the results from DRA (Malvern) who
work with a DP based ngram approach on the same
phoneme sequences (see [6] for a description of these
phoneme based approaches). All approaches in [6]
decide for a class based on fragments of the phonemes
sequences (\key phoneme sequences"). These frag-
ments were selected automatically with a discrimi-
native training approach. In Figure 2 our approach
is compared to the most successful CRIM approach
(Euclidean Extended Pruning - Length 4 in [6]) and
the most successful DRA approach (DP-ngrams Ver-
sion 2 in [6]). Above 50 percent detection rate our
approach gives comparable results to the DRA ap-
proach, CRIM's approach is clearly superior.

For the EVAR corpus we grouped the utterances
w.r.t. containing the semantic attributes CITY,
TIME or DATE exactly once (CITY ONLY, : : :),
at least once and some other semantic attributes
(CITY PLUS, : : :) or not at all (CITY NO, : : :). We
only took the codebook sequences and compared the
results with polygram language models over the spo-
ken and the recognized word sequence from [5]. Again
as in the case of the IDS corpus the loss of recognition



spoken word sequence recognized word sequence codebook sequence
ONLY PLUS NO RR ONLY PLUS NO RR ONLY PLUS NO RR

CITY ONLY 82 17 0 52 29 19 42 28 30
CITY PLUS 10 90 0 86 11 79 11 74 15 67 18 64
NO CITY 6 9 85 8 14 78 14 15 71

DATE ONLY 92 8 0 72 11 17 33 30 47
DATE PLUS 12 84 5 85 6 60 34 79 5 62 33 69
NO DATE 6 9 85 5 13 83 6 22 72

TIME ONLY 91 9 0 71 11 18 11 31 58
TIME PLUS 9 89 2 85 6 66 28 81 1 65 34 77
NO TIME 7 8 85 7 9 84 2 18 80

Table 2: Recognition results in percent for CCSs in comparison with results on the spoken and recognized word
sequence

accuracy is surprisingly low (see Table 2), especially
when taking into account the very short length of
the EVAR utterances (see Section 4.). In the case of
the CITY detector the loss is higher due to a higher
amount of unknown words (this can also be seen when
going from spoken to recognized word sequences).

6. Conclusion

We presented two approaches for topic spotting with
the use of subword units. Because we use vector quan-
tization or a phoneme segmentizer, we only need the
utterances of the training set labeled with their top-
ics. The main di�erence between both approaches is
the fact, that we use CCSs of equidistant length in
our vector quantizer and a symbol sequence of vari-
able length in our phoneme based approach. In both
approaches the topics are modeled with the help of
stochastic language models. During the recognition
task for all topics the a posteriori probability is cal-
culated in parallel and the topic with the maximum
probability is chosen. We showed that depending on
the de�nition of topic and the amount of training data
our approach performed almost as good as a spotter
which uses a \perfect" word recognition module. The
approach proved to show good results with three cor-
pora which were very di�erent w.r.t. distance between
the topics of the corpus and time to decide.
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