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ABSTRACT

We present here a trainable generative model of French
prosody. We focus on the sentence level and design SNNs
able to generate both rhythmic and intonation contours for
diverse attitudes. First results of a perceptual test show
that listeners are able to retrieve the right definition of at-
titudes by listening to synthetic PSOLA stimuli.

1. THEORETICAL FRAMEWORK

In our theoretical framework prosody can be described
as the superposition of independent multiparametric
prosodic contours belonging to diverse linguistic levels
[1]: sentence, clause, group, subgroup... These prototypi-
cal movements are progressively stored in a prosodic lex-
icon and dynamically used by the speaker to mark (seg-
mentation...), enlight (salience) and enrich (attitudes...)
the linguistic structuration of his discourse. In our ap-
proach, each syllable participates in the encoding of each
linguistic level and higher levels can use whatever melodic
or rhythmic variations to express linguistic representa-
tions. This theoretical framework contrasts with most
popular models described in the literature:

– Tonal approaches such as promoted by prosodic phonol-
ogy where intonation is described with local events such
as tones and breaks, the function of which are de-
scribed [9] by higher phonological constructs such as the
intonational, phonological phrase or word.

– Superpositional models only based on physical or geo-
metric [7] parameters such as cut-off frequencies or decli-
nation lines.

– Data fitting or purely lexicon-based approaches, where
synthesis is reduced to adequate and accurate labelling [4].

The model proposed here makes strong assumptions on
the way linguistic and paralinguistic attributes are en-
coded in prosody. The main challenge of our work is to
demonstrate that parameters of this model may be learned
in order to adequately and accurately predict a multipara-
metric prosodic continuum.
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Figure 1: The sentence module architecture

2. THE MOVEMENT EXPANSION
MODEL

Our current implementation of this model is a modular
association of sequential neural networks (SNNs) . Each
SNN is in charge of the prosodic prediction of a specific
linguistic level (F0(dB) and macrorhythm). The resulting
prosody is the weighted sum of SNNs outputs: each out-
put is weighted by global factors in order to focus or re-
duce the contribution of given structural level in the actual
intonation.

Learning is progressively carried out starting from the sen-
tence level. Once the model has learned sentence prosodic
contours correctly, the parameters of the sentence mod-
ule are frozen and learning of the lower level (the clause)
may occur and so on. In other words, the prosodic perfor-
mance of the model is growing little by little, in several
stages. This modular architecture has thus the advantage
to enable a separate training by using several appropriate
corpora for the generation of each linguistic level. For
instance, the expansion model of sentence melodic ges-
tures can be generated with short single-word utterances
whereas the typology of group contours can be achieved
with larger and more syntactically complex sentences.



3. MULTIPARAMETRIC LEARNING
PROCEDURE OF THE SENTENCE

LEVEL

3.1. Corpus design

We developed a corpus designed to reveal the existence of
global prosodic prototypes associated with given commu-
nication needs at the sentence level [6]. This corpus con-
tains a set of 322 utterances with various syntactic struc-
tures. The lengths are kept short (between 1 and 8 sylla-
bles) in order to minimise the number of carried contours.
Six variants of each sentence were recorded: assertion,
question, exclamation, incredulous question, suspicious
irony and evidence.

3.2. Fondamental frequency stylisation

The 1932 melodic curves were stylised by three values per
inter-perceptual-center group (IPCG) as we consider that,
in French, the IPCG receives a single melodic movement
characterised by a second order polynomial function.

3.3. Rhythmic patterns extraction

Plinio Barbosa’s work on the choice of the rhythmic pro-
gramation unit (syllable or IPCG ? ) revealed the existence
of rhythmic contours structured by the group final accen-
tuation in French. Following this analysis on our corpus,
we chose the IPCG unit in which phonetic realisations
have a quasi linear elasticity.
Each IPCG was then characterised by a shorten-
ing/lengthening factork as proposed in [3]. Thisk factor
is the ratio between the actual IPCG duration and a “ref-
erence” IPCG duration computed as the sum of the mean
characteristic duration of each segment1. Segmental dura-
tions including emergence of pauses are obtained using a
repartition algorithm distributing the predicted IPCG du-
ration among its phonemic constituents [3]. Thisk factor
is the macrorhythm output of our sentence module.
The first step consists in computing the means and stan-
dard deviations of the durations (in milliseconds) of the
phonemic realisations of our speaker. Phoneme durations
belonging toeach IPCG are obtained as followed:
– The current IPCG duration is extracted from thek factor.
– z-scoreassociated to the current IPCG is calculated us-
ing the following formula:

DurIPCG =

nX

i=1

exp(�i + z�i) = (k + 1)

nX

i=1

exp(�i)

In this equation ,�i and�i are the mean and standard de-
viation of the log-transformed durations (in milliseconds)
of the realisations of the phonemei.

1Recent studies [10, 5] showed that the independence between
macrorhythm and the nature or the number of phonemes was not ver-
ified: our solution to deal with intrinsic characteristic and number of
phonemes in the unit is to replace the initial internal clock with the se-
quence of “reference” units.

– Phonemic durations are then obtained from:

durphoneme = exp(�phoneme + z�phoneme)

3.4. Architecture and learning of the group module

The sentence module is a single SNN (cf. fig. 1). Its
weights and initial activities depend on the attitude to be
generated. This perceptron has the following architecture :
– Two IPCG linear ramps
– Two hidden layers with non-linear activation functions
(atan). The second hidden layer receives its own delayed
activations.
– Four linear outputs: Three outputs provide the styli-
sation of the F0 melodic movement for each IPCG. The
fourth one gives the IPCG Ratio.
The training set of this SNN consists of all single word
sentences between 1 and 6 syllables: 38 sentences per at-
titude. Single words enable to reduce the modulation of
the sentence level by the carried contours. Sentences con-
taining 7 and 8 syllables or more are kept for the general-
isation tests.

3.5. Results

On the training set, predictions made by the sentence mod-
ule rest within the statistics done on the training sentence
patterns (see an example in fig. 2). The global relative rate
per F0 predicted value is around 6 % (cf. table 1) except
for exclamations for which larger modulations at the word
level occur. Relative errors for segmental durations are
around 13.6 % and have to be compared to the 10.3 % for
the IPCG durations: perceptual experiments [3] showed
that listeners are more sensitive to relative PC locations
than exact segmental matching. Predicted F0 and rhyth-
mic structure are almost indistinguishable for the original
utterance exept for exclamations. The generalisation abil-
ities of the SNN show that the main features ofeach atti-
tude were respected even with longer sentences.

length AS QU EX IQ SI EV
1 5.5:12.0 8.1:10.4 22.9:12.5 10.2:8.6 9.8:12.8 15.3:16.6
2 6.6:10.3 9.3:13.7 19.9:22.4 6.9:15.2 7.3:10.8 6.3:9.0
3 5.9:14.1 6.2:9.4 13.3:10.7 5.9:12.6 3.7:10.5 6.5:9.8
4 5.7:12.9 6.1:12.2 20.2:12.6 4.8:12.8 5.3:16.1 8.9:11.0
5 6.2:13.0 5.3:12.1 19.1:11.8 4.7:12.2 4.9:13.7 8.0:10.4
6 6.9:17.3 7.5:16.4 17.4:16.2 6.1:11.2 5.8:16.8 8.0:15.3

% sum 6.3:14.3 6.6:13.2 18.3:13.7 5.6:12.1 5.2:14.8 8.2:12.2

Table 1: Relative errors on F0 values (in Hertz) and
phoneme durations (in ms) for the training set sentences.
AS (assertions), QU (questions), EX (exclamations), IQ
(incredulous questions), SI (suspicious irony), EV (evi-
dence)

4. PERCEPTUAL EVALUATION

An experiment was designed to evaluate the perceptual
relevance of the predicted prosodic prototypes generated
by the sentence module.
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Figure 2: Superposition of F0 (left) and IPCG Ratio (right) predictions (thick lines) with the training set (thin lines) for
incredulous questions: as evidenced for F0 [8], prototypical contours emerge from both durational and melodic parameters.

4.1. Method

Twenty subjects participated in this experiment:
– A training stage is used in order to get people accus-
tomed to the definitions of the six attitudes. 24 natural
single-word utterances between 3 and 6 syllables are pre-
sented during this test. Subjects have to associate each
utterance (presented only once) with one of the six def-
initions. Once they have given their choice, the correct
answer is displayed. Subjects also have the possibility to
enrich given definitions with their own keywords.
– Then, 48 natural utterances (six attitudes, 1 to 8 syl-
labes) and the 48 corresponding synthetic versions (gener-
ated using a high-quality TD-PSOLA analysis-resynthesis
technique) with predicted F0 and phoneme duration val-
ues are presented in a random order. As for the training
phase, subjects choose between the six definitions. This
test is performed twice by each listener. These two runs
will be refered tot1 andt2.

4.2. Results

The main results of this identification task follow:
– The global identification rate for the training stage is
72.9% with a strong discrepancy among attitudes (AS rate
is 93 % whereas SI rate is 36 %).
– The average identification rate of natural stimuli fort1
andt2 is 72.8%. The confusion matrix for these utterances
is given in table 2.a.
– The average identification rate of synthetic versions is
68.6%. The confusion matrix for utterances with pre-
dicted prosody is proposed in table 2.b.
– t2 identification rate is 3.4 % higher thant1 rate for nat-
ural stimuli and 5.6 % higher for synthetic ones.

4.3. Discussion

Going further in the analysis of the results, we can notice
several interesting phenomena:

(a)

AS QU EX IQ SI EV
AS 88.7 0.3 0.0 0.6 2.5 7.8
QU 2.2 81.4 4.8 7.1 3.2 1.3
EX 1.6 1.6 72.9 15.0 4.4 4.5
IQ 5.7 1.9 8.0 58.7 17.0 8.7
SI 9.6 3.9 3.5 25.0 48.5 9.7

EV 5.8 0.3 2.9 2.9 1.9 86.3

(b)

AS QU EX IQ SI EV
AS 90.2 0.0 0.0 1.9 5.0 2.9
QU 2.9 83.5 3.8 5.7 3.2 0.9
EX 2.2 9.0 54.6 19.5 5.1 9.6
IQ 8.0 5.2 8.0 57.0 15.7 6.1
SI 15.3 4.8 3.5 22.8 45.6 8.1

EV 10.2 1.3 1.6 2.9 3.2 80.8

Table 2: Confusion matrix for (a) natural versus (b) syn-
thetic utterances fort1 andt2.

– During the first experiment, the association of prosody
with its linguistic code is very quickly carried out as it
was shown before in a similar identification task (see [2]
in these proceedings).
– Incredulous Questionand Suspicious Ironyare often
confused despite the clear difference in their prosodic fea-
tures. This could be due to the definitions of these atti-
tudes since the situations of communication in which they
may occur are very similar.
– Identification rates are increasing for 1,2 ,3 syllable ut-
terances and they remain stable beyond 3 syllables (see
fig. 3).
– Global identification rates show that natural utterances
are better idendified than synthetic ones but the difference
between the two rates remains small wathever the length
of proposed utterances. Moreover, if we omit identifica-
tion rate ofExclamationfor which the lack of intra-word
(morphological) modulation is clearly perceptible, the five
remaining synthetic attitudes are as well recognised as
natural ones.
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Figure 3: Identification rates of the second experiment
for natural (n) and synthetic (s) versions of utterances be-
tween 1 and 8 syllables. 7 and 8 syllable synthetic ut-
terances obtained with the generalisation abilities of the
network compete very well with natural ones.

5. LEARNING THE GROUP MODULE

Statistical and perceptual evaluations of prosodic predic-
tions of the sentence module show that our SNN is able to
generate adequate prosodic contours for both rhythm and
fundamental frequency. The next step will be to freeze this
module and to go further into our hierarchical training.
The main challenge of our present work is to demon-
strate that group prosodic contours resulting from the sub-
traction of sentence prosodic prototypes from the actual
prosodic realisation are similar for a given syntactic struc-
ture and whatever the attitude.
As group modulations do not emerge fromQuestion,
Incredulous Question, Suspicious Ironyand Evidence
prosodic contours, we just keepAssertionandExclama-
tion to train the group module. Figure 4 represents the
residual group modulation for 6 syllableexclamativeand
assertivesentences with a common syntactic structure
composed of a 4 syllable Noun Group followed by a 2
syllable Verb. Note the similar variations of these two
prosodic movements.
The Group module is fed with such utterances and the
prosodic generation resulting from its predictions com-
bined with sentence prototypes will be presented at the
conference.

6. CONCLUSIONS

We aim at demonstrating that a morphologic model can
emerge from the hierarchical training of global prosodic
contours focusing iteratively on several linguistic levels.
We show that sentence contours may be adequately de-
scribed by prototypical movements and specific Prosodic
Movement Expansion Models. Recent improvements of
our model enable the generation of global rhythmic and
intonation contours in a single architecture. Perceptual
experiments are and will always be achieved at each level
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Figure 4: Group prosodic contours for 6 syllable asser-
tions (plain lines) and exclamations (dotted lines) with a 4
syllable noun group and a 2 syllable verb.

of this iterative training to show that listeners are able to
retrieve linguistic information from our synthetic prosody.
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