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1. Supplement for alter-«SVM
1.1. Proof of Proposition 1
Proof 1 We consider the k-th bag in this proof.

We first note that the influence of y;, Vi € By, to the first term of the objective function, Zzelﬁ‘k L(y;, wTo(x;)+b),
1s independent.

Without loss of generality, we assume By = {1---|Bg|}. Also without loss of generality, we assume 6;’s are
already in sorted order, i.e. 61 > 62 > ... > d|B,-

Define {ily; = 1,i € By} = B}, and {ily; = —1,i € By} = B, . In order to satisfy the label proportion, the
number of elements in {y;|i € By} to be flipped is 0|Bg|. We are to solve the following optimization problem.

max > &i— > &, st |Bi|=0Bl.

B
k ieBf i€B;;

What we need to prove is that B,‘: ={1,2,...,0|Bk|} is optimal.

Assume, on the contrary, there exists By™, and By, *, |B{*| = 0|By|, B # {1,2,...,0|Bc|}, Bi* U B * = By,
e o N (s0lBil 5 <~IB .

BBy =0, such that (Y 6 — Ve 0:) — (S0 6 - 5] ';‘B”Ha) >0

0|8 B -
However, Zieb’f;* 8 — Y .0 | "‘ 5; <0, ZL;@‘\BHH 6 — ZieB’:* 0; < 0. A contradiction.

1.2. Proof of Proposition 2

Proof 2 As described in the paper, the influences of the bags in the objective function (6) are independent, and
for the k-th bag, the algorithm takes O(|Bg|log(|Bk|), Vk=1--- K.

Overall, the complexity is (’)(Z,CK:1 |B| log(|Bk]))-
We know that fozl |Br| = N, J =maxp—1.. x |Bxl|-

K K
> Br|log(|Brl) <> [Br|log(J) = Nlog(.J).
— k:

!This article is the supplementary material of (Yu et al., 2013)
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1.3. Justification of The Annealing Loop

We use an annealing loop for alter-o«SVM to alleviate the local minima issues. To justify the requirement of the
annealing loop, we keep repeating the alter-cSVM algorithm with/without the annealing loop, with different
random initializations, on the same dataset. We record the smallest objective value found so far. As shown in
Figure 1, alter-«SVM without the annealing loop fails to find a low objective value within a reasonably amount
of time, while alter-«SVM with annealing loop can find a near-optimal solution really fast in about 3 seconds
(a few runs). Similar results can be found on other datasets, and other bag sizes. In the experiment section we
empirically choose to initialize alter-o«SVM 10 times, which gives us quite stable results.
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Figure 1. The smallest objective value with/without the annealing loop. The above results are based on experiments on
the vote dataset with bag size of 32, linear kernel, C' =1, C}, = 10.

Due to the usefulness of annealing for ««SVM, deterministic annealing (Sindhwani et al., 2006) can be explored
to further improve the algorithm.

2. Supplement for conv-«SVM
2.1. Proof of Proposition 3

Proof 3 The proof is identical to the proof of Proposition 2, except that we need to consider d dimensions of x,
independently.

3. Additional Experiment Results

We show additional experiment results in Table 1 and Table 2.
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Dataset [ Method I 2 [ 4 [ 8 [ 16 [ 32 [ 64
MeanMap 79.60£2.67 | 77.57E1.27 | 78.09L1.29 | 74.80L2.08 | 74.47X2.48 | 76.5112.18
heart.c InvCal 79.81£1.30 | 78.5240.66 | 76.50+£2.61 | 75.914£2.21 | 72.36+2.77 | 73.94+1.68
alter-ocSVM || 81.39+1.19 | 79.93+0.81 | 79.61+1.22 | 74.7243.01 | 76.00£1.97 | 78.11+2.81
conv-xSVM || 78.99£1.03 | 75.5942.64 | 77.91+£0.98 | 77.2940.48 | 77.99+1.78 | 76.71+1.88
MeanMap 06.49£0.01 | 96.34L0.18 | 96.21£0.20 | 96.20£0.34 | 96.350.36 | 96.56L0.55
breast-cancer || vCal 96.0240.22 | 96.11+£0.61 | 95.814£0.23 | 95.614£0.29 | 95.61+0.12 | 94.491.00
: alter-ocSVM || 96.90+0.20 | 96.87+0.13 | 96.81+0.36 | 96.76+0.28 | 96.82+0.50 | 96.84-+0.41
conv-cSVM || 93.8840.16 | 93.86+0.11 | 93.82+0.06 | 95.1340.33 | 95.6320.44 | 96.1240.11
MecanMap 85.4240.22 | 84.79F0.70 | 83.26L1.58 | S1.32+1.03 | 81.18%2.92 | 79.24F4.79
creditn InvCal 85.5140.00 | 85.40+0.41 | 84.5240.73 | 82.6943.20 | 79.23+4.31 | 77.99+5.68
alter-ocSVM || 85.54+0.12 | 85.51+0.33 | 85.37+0.34 | 83.594+3.17 | 80.984+4.68 | 80.16+4.79
conv-ocSVM || 85.5140.00 | 85.24+0.41 | 82.69+0.90 | 81.77+1.38 | 80.13+1.45 | 80.79+1.38
MeanMap 96.1120.06 | 95.97£0.25 | 96.1310.16 | 96.26£0.32 | 95.9620.42 | 95.80L0.02
breastow InvCal 05.8840.33 | 95.65+0.36 | 95.53+£0.24 | 95.3940.57 | 95.23+0.52 | 94.31+0.77
alter-ocSVM || 96.714+0.29 | 96.77+0.13 | 96.59-0.24 | 96.41+0.50 | 96.41+0.21 | 96.25+0.49
conv-xcSVM || 92.2740.27 | 92.2540.16 | 92.32+£0.13 | 94.03£0.18 | 94.6020.10 | 94.5740.21
MeanMap 81.76£0.89 | 81.60L£0.47 | 80.02£0.59 | 77.04£1.30 | 73.19%2.48 | 72.58+0.95
ala InvCal 81.8620.20 | 81.3540.70 | 78.34+0.70 | 77.69+1.36 | 73.1324.86 | 73.30+1.71
alter-ocSVM || 82.63+0.36 | 81.72+0.58 | 80.00+£1.46 | 76.48+1.08 | 76.38+1.31 | 76.09-0.88
conv-xSVM || 75.6320.33 | 75.394£0.01 | 75.394£0.01 | 75.4040.02 | 75.374£0.04 | 75.37+0.05
MeanMap 87.57L0.74 | 83.95L1.34 | 80.22+10.65 | 79.14£2.39 | 75.2120.80 | 74.99L1.53
dnas InvCal 91.7740.42 | 89.38+0.41 | 87.9840.83 | 84.2841.63 | 79.65+3.55 | 75.22-5.64
alter-ocSVM || 93.214+0.33 | 92.83+0.40 | 91.80-0.52 | 88.77+1.10 | 86.94+0.41 | 86.39+1.70
conv-cSVM || 91.7240.26 | 87.93+1.32 | 80.13+2.39 | 73.93+£0.46 | 73.3840.56 | 72.87+0.79
MeanMap 04.4470.25 | 93.90£0.30 | 93.66+20.40 | 92.30£1.64 | 89.26+0.20 | 88.77+0.45
satimage-3 InvCal 94.1240.33 | 94.2540.25 | 94.0840.18 | 93.66£0.31 | 93.41+0.52 | 92.34-0.56
alter-ocSVM || 95.134+0.27 | 95.11+0.32 | 95.09-0.26 | 94.8940.15 | 94.54+0.22 | 94.46+0.44
conv-cSVM || 88.4440.45 | 87.1840.36 | 86.41+£0.47 | 90.66+£0.53 | 93.17+0.62 | 93.2640.51

Table 1. Additional experiments. Accuracy with linear kernel, with bag size 2, 4, 8, 16, 32, 64.

Dataset [ Method I 2 [ 4 [ 8 [ 16 [ 32 [ 64
MeanMap 79.98£1.02 | 79.0212.23 | 78.47E2.59 | 75.94L12.30 | 74.47E2.79 | 76.27+2.02
heartoc InvCal 81.9821.05 | 80.04+1.41 | 78.1543.50 | 75.77+£2.77 | 71.30+£3.36 | 72.9843.35
alter-ocSVM || 81.8540.74 | 79.70£0.17 | 78.62+1.65 | 74.060.48 | 74.07£2.29 | 73.52+1.95
conv-xSVM || 81.3740.69 | 78.974+0.86 | 77.9841.02 | 76.84+1.41 | 77.12+0.87 | 77.13+2.39
MeanMap 06.60£0.17 | 96.72£0.22 | 96.8420.20 | 96.60£0.21 | 96.67+0.18 | 96.78+0.09
breast-cancer || mvCal 97.07£0.18 | 97.104£0.22 | 97.024£0.18 | 97.0840.25 | 96.51+0.25 | 96.09-:0.66
alter-ocSVM || 97.1940.12 | 97.10+£0.12 | 97.19+0.12 | 97.2320.25 | 97.09+0.15 | 97.23+0.36
conv-xSVM || 96.8440.17 | 97.01+0.08 | 96.84+0.13 | 96.99+£0.12 | 96.9440.34 | 97.13+0.39
MeanMap 85.86£0.81 | 85.0410.73 | 84.96L1.25 | 83.26£1.52 | S81.14+3.84 | 76.65L7.00
it InvCal 86.26+0.65 | 85.62+0.12 | 85.414+0.44 | 83.79+0.54 | 82.2145.15 | 76.90+6.65
credit-a alter-ocSVM || 86.2620.71 | 86.09+0.63 | 85.88-20.22 | 84.864+2.19 | 80.89+3.74 | 80.75+1.33
conv-xSVM || 85.8040.58 | 85.944+0.34 | 84.26+0.68 | 83.65+0.95 | 82.39+0.78 | 81.56-0.61
MeanMap 06.4210.18 | 96.4550.27 | 96.20£0.27 | 96.1420.46 | 94.91£1.02 | 94.53L1.24
breastow InvCal 96.850.23 | 96.914+0.13 | 96.77+£0.22 | 96.75£0.22 | 96.65£0.29 | 94.58+1.76
alter-xSVM || 96.974+0.07 | 97.00+0.18 | 96.94-0.07 | 96.87+0.15 | 96.88+0.25 | 96.70+0.14
conv-xSVM || 96.7140.10 | 96.60+0.06 | 96.57+£0.08 | 96.54+0.19 | 96.774+0.17 | 96.66+0.14
MeanMap 76.1620.33 | 75.86£0.28 | 76.44L1.26 | 76.48+20.55 | 75.95L1.06 | 77.03L1.71
) InvCal 82.3140.09 | 81.4940.49 | 81.12+0.88 | 78.67+0.74 | 75.53+£0.22 | 74.57+1.05
ala alter-ocSVM || 82.2240.41 | 81.80+0.68 | 79.16+1.51 | 75.77+£0.57 | 75.73£1.80 | 75.3640.71
conv-xSVM || 76.3420.61 | 75.3940.01 | 75.39+£0.01 | 75.404£0.02 | 75.374£0.04 | 75.37+0.05
MeanMap 90.99£0.65 | 89.45L1.12 | 88.01L£0.65 | 84.30£1.36 | 79.59+2.49 | 73.88L4.89
dna3 InvCal 03.2340.44 | 91.83+0.63 | 89.49+40.52 | 85.474+1.33 | 78.26+3.57 | 70.91-£3.00
alter-ocSVM || 94.3640.31 | 93.28+0.25 | 92.40-:0.35 | 90.04--0.65 | 87.89+1.10 | 86.40+1.26
conv-xSVM || 91.7540.45 | 87.4842.02 | 80.41+£0.70 | 75.914£0.29 | 75.37+1.66 | 74.63+0.21
MeanMap 05.67£0.15 | 95.73£0.25 | 95.3620.20 | 94.65£0.49 | 92.89+1.05 | 92.05L1.72
. InvCal 96.66+0.19 | 96.39+£0.26 | 95.994£0.24 | 95.3240.33 | 95.03+£0.27 | 94.07-+0.46
satimage-3 alter-ocSVM || 96.6840.32 | 96.54+0.24 | 96.164+0.41 | 95.71+0.28 | 95.16+0.17 | 95.05+-0.23
conv-xSVM || 95.4540.13 | 95.3440.13 | 95.38+0.49 | 94.69+0.68 | 94.6940.57 | 94.14+0.70

Table 2. Additional experiments. Accuracy with RBF kernel, with bag size 2, 4, 8, 16, 32, 64.



