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ABSTRACT
We propose a bottom-up analysis method of multi-modal di-
alogue interaction with a pattern and motif mining method
to summarize such interviews as between doctors and pa-
tients for medical diagnosis. Our aim is to generate a hi-
erarchical model of the interviewing behavior of such kinds
as interaction corpora, consisting of primitive, pattern, mo-
tif, and pattern clusters from the given dialogue session data.
We exploit a Jensen-Shannon Divergence measure to extract
important patterns and motifs. Medical interview is cho-
sen as an important application of such analysis because a
doctor’s multi-modal interviewing technique is essential to
establish a reliable relationship and to conclude with a suc-
cessful diagnosis.

An interaction corpus of example simulated medical in-
terviews is constructed by the proposed method. The in-
terviews are captured by a video camera and microphones.
Based on the constructed indices in terms of given pat-
tern notations and clusters, the interviews were summarized.
Performance evaluation of the indices by a medical doctor
was performed to confirm their plausibility and summary
descriptions of the results.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine System—
Human Information Processing
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Figure 1: Simulated Medical Interview Lesson be-
tween a medical student and a simulated patient

1. INTRODUCTION
We propose a corpus development method for multi-modal

interaction such as general dialogs, medical interviews, and
office meetings where verbal and non-verbal interactions oc-
cur for mutual understanding or cooperative creative work.
Such an interaction corpus is constructed by annotating the
input signals of people’s behavior along with the environ-
mental situation and the machine’s responses. A valuable
corpus should contain not only such primitive indices as
speech, gaze, and location events but also such higher level
abstract indices as eye-contact, key action, dominant speak-
ing events, etc. Such a higher level index can convey human
values and the meanings of actions.

We propose a bottom-up, hierarchical and un-supervised
method of indice generation for a corpus in this paper. It
uses a large-scale data set to include various possible pattern
events for consideration and to reduce them to representa-
tive, higher level notations. We newly introduce Motif and
its crucial measure as sequential pattern indices and exploit
the measure to obtain a distance measure to construct Pat-
tern Clusters. The Jensen-Shannon Divergence is exploited
to give these measures of the important patterns and motifs
from the given data set.

Validity evaluation of the index design is an important
issue, especially for a bottom-up approach design. In this
paper, we apply this method to medical interview sessions
between doctors and patients and evaluate its validity (see
Figure 1). Medical interview is a hot topic in medical ed-
ucation, and the interview technique analysis is being per-
formed in various ways. We recorded many simulated inter-
view sessions with medical students and simulated patients
for analysis by means of conventional sensors; video cam-



eras and microphones. The indices are developed by the
proposed method, and the summaries of the interview inter-
actions are evaluated by a physician to confirm the method’s
validity and the adequacy of the obtained summary.

2. RELATED WORKS
There are many research works on human behavior recog-

nition and understanding. Theory and technology are needed
for modeling the structure of human-machine and human-
human interaction for future ubiquitous information envi-
ronments and the human-robot symbiotic world [1].

For example, Wren et al. [2] used more than 200 motion
sensors on the ceiling with a Markov process to find such
events in offices as special visits by executives. Kanda et
al. [3] extracted typical behavioral patterns of museum visi-
tors using DP matching and clustering. Both works modeled
individual behaviors based on the sensing data of real activi-
ties. Otsuka et al. [4] proposed a probabilistic framework for
inferring the structure of conversations in face-to-face mul-
tiparty communication based on gaze patterns, head direc-
tions, and the presence/absence of utterances. They defined
the typical types of conversation structure in a top-down
manner. In this paper, we propose a framework to model
human-human and human-machine interactions based on
large-scale real activity data in a bottom-up approach.

3. REPRESENTATION AND INTERPRETA-
TION OF INTERACTION

We introduce four elements of a layered structure model of
interaction: primitives, patterns, motifs, and pattern clus-
ters as shown in Figure 2. The lower layer represents a
higher abstraction in the figure. They are used for coding
and summarizing various kinds of interaction such as dialogs
and meetings. Mase et al. [1] proposed primitive, pattern,
and complex pattern as the elements. We newly introduce
motif [5] and pattern cluster to handle sequential interaction
processes and the meaning of occurring elemental events. In
the experiment described later, we will try to summarize
medical dialog in terms of pattern clusters and characteristic
patterns, which will be defined in the following subsections
with the given experimental data.

3.1 Hierarchical Indices
Primitive. A primitive is a basic element of interaction

such as “SPEAK” and “GAZE”. For example, it repre-
sents such an occurring event as“Person A speaks”and
“Person A gazes at Person B.” A primitive is denoted
by Pri in the following discussion.

Pattern. A pattern, a set of primitives that occurs simul-
taneously, is denoted by Pat.

Motif. A motif, a continuous sequence of multiple patterns
that appears more than once, is denoted by Mot in
the following discussion: Mot = (Pat1, Pat2, ..., Patn)
shows a motif where patterns appear from Pat1 to
Patn in the subscript order. We exclude sequences
that appear only once from the final motif because it
generates many meaningless motifs.

Pattern Cluster. We define that the patterns contained
in a motif are co-occurrence patterns if the motif oc-
curs occasionally. We later introduce a novel pattern

clustering algorithm by such a co-occurrence measure
given by the motif evaluation. We can describe inter-
actions with fewer labels in terms of pattern cluster.

We omit the start and end times of each element for sim-
plicity of description.
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Figure 2: Hierarchical representation of interactions
(Observed and estimated occurrences are compared
to chose target patterns.)

3.2 Measure of Identification
The possible number of kinds of patterns and motifs de-

fined in the previous section becomes combinatorially very
large. To make the resulting corpus useful, we need to reduce
the number of usable index patterns and motifs by defining
some measures of importance.

There are at least four such measures in text mining:
comprehension, eccentricity, identification, and representa-
tion. Generally a comprehension measure is rated highly
for higher frequency of text, while an eccentricity measure
is rated highly for lesser frequency of text. The normal-
ized occurrence measure proposed in [6] is an example of
an eccentricity measure. We need to use a measure with
a balanced integration of two extreme attributes. One is
”tf-idf”, for example, an empirically obtained representative
measure. The other is Kullback-Leibler Divergence (KLD)
[7], which we exploit in this paper. It is based on information
theory and can give a balanced identification measure.

We define the importance of pattern and motif by compar-
ing actual event occurrence probability p to its estimation q.
KLD is chosen to obtain descriptive indices for summariza-
tion of interaction without losing characteristic patterns. Tf-
idf has a tendency to lose some characteristic patterns. Ac-
tually we exploit the Jensen-Shannon Divergence (JSD)[8],
which is obtained from KLD and symmetric, while KLD is
asymmetric. The signed-JSD measure sjsd is defined as fol-
lows:

sjsd(p, q) =

8

<

:

jsd(p, q) p = q,

−1 × jsd(p, q) p < q.

3.3 Evaluation of Patterns
We define two evaluation measures of patterns: basic

pattern measure and characteristic pattern measure.
The basic pattern measure is computed as a signed-JSD
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Figure 3: Interval relationships among primitive,
pattern, and motif

between the actual occurrence of pattern Pat and the ex-
pected occurrence in dataset D = {d1, d2, . . . , dn} . The
characteristic pattern measure is computed as a signed-JSD
between the actual occurrences of pattern Pat in data d and
in dataset D = {d1, d2, ...dn}, where data d are collected
from an event sequence, such as a dialog session.

3.3.1 Basic Pattern Measure
First, we define the basic pattern measure IBPD(Pat) of

the pattern Pat in dataset D as the following:

IBPD(Pat) =
X

d∈D

Td × sjsd(Pd(Pat), Qd(Pat))
P

d∈D Td
.

where Pd(Pri) is the occurrence of primitive Pri in d and
Qd(Pat) is the expected occurrence of the pattern Pat in
data d by the following equation:

Qd(Pat) =
Y

Prin∈Pat

Pd(Prin)
Y

Prim ̸∈Pat

Pd(Prim),

We can extract the basic patterns by thresholding the basic
pattern measure: IBPD(Pat) > ThIBP . The obtained basic
patterns are considered suitable to describe overall dataset
D.

3.3.2 Characteristic Pattern Measure
Similarly, we define the characteristic pattern measure

ICPD(Pat) over D:

ICPD(Pat) = Max(sjsd(Pd(Pat), PD(Pat))|d ∈ D}).

where PD(Pat) is the average occurrence of the pattern Pat
in dataset D:

PD(Pat) =
X

d∈D

Td × Pd(Pat)
P

d∈D Td
.

We can extract the characteristic patterns by thresholding
the characteristic pattern measure: ICPD(Pat) > ThICP .

3.4 Evaluation of Motif
IBMD(Mot), the motif extraction measure over dataset

D, is given as the following:

IBMD(Mot) =
X

d∈D

Td × sjsd(P ′
d(Mot), Q′

d(Mot))
P

d∈D Td
,

where Q′
d(Mot) and P ′

d(Mot) are the normalized expected
occurrence and the normalized actual occurrence of motif,
respectively. We can extract basic motifs by thresholding
the motif extraction measure.

3.5 Pattern Clustering
We exploit the motif evaluation result to define the dis-

tance between the patterns in terms of similarity. We assume
that patterns are similar when they co-occur consecutively.

The distance between patterns Dist(Patn, Patm) can be
given by the inverse of the pattern co-occurrence measure
derived by the motif measure. We can use any appropriate
clustering technique since we obtain a distance measure be-
tween patterns. We will use a conventional Ward method to
cluster the patterns in our experiment.

4. EXPERIMENTAL RESULTS

4.1 Simulated Interview Dataset
We videotaped ten simulated medical interviews at Nagoya

University Hospital. The simulated interviews took place
with volunteer simulated patients (SP) for the training of
the interview skills of medical students. Videotaping and
group review conferencing are standard lessons. Each inter-
view lasted about 10 minutes. We digitized the video and
manually annotated the dialog with an annotating tool we
developed for this purpose at the 0.1 second precision. 12
kinds of frequently observed primitives were chosen, such as
speak, gaze to human, gaze to memo, head nod, rhythm, and
touching self for SP. The same 12 kinds and a memo-taking
primitive were chosen for the doctor-role medical students.
A total of 25 kinds of primitives were chosen at last based
on the physician’s advise as well as the listing of major non-
verbal behaviors in communication psychology research lit-
eratures. The chosen primitives sensing can be automated
by the recent vision and speech technologies.

4.2 Extracted Patterns and Motifs
The number of observed patterns is 1,569. First, we ap-

plied threshold ThIBP = 0.001 for the basic pattern mea-
sure and extracted the top 18 patterns out of 1,569. The
average total time with the 18 patterns covered 45% of the
interview times. For example, the top pattern is where one
person is speaking while eye contact is being made. Next,
we applied another threshold, THICP = 0.003, to extract
the 14 characteristic patterns that cover 7% of the interview
time. These thresholds are chosen based on observation of
each measure distributions. One example of a characteristic
pattern is where a patient is touching his/her body when
explaining a symptom. This pattern appeared specifically
in a few interviews. Third, we obtained 900 motifs with 18
extracted basic patterns. 13 basic motifs were extracted out
of 900 by thresholding with THIBM .

4.3 Pattern Cluster Extraction
Pattern clusters were extracted based on our proposed

method described in Section 3.5. We analyzed the 18 basic
patterns and observed three clusters or six sub-clusters (two
sub-clusters per cluster) using a Ward method clustering as
shown in Figure 4. The clusters were interpreted as follows:
(1) memo taking, (2) medical student utterances, and (3)
mostly patient utterance related events. The sub-clusters
were (1-a) memo taking and joint gaze to memo, (1-b) only
memo taking and so on.

4.4 Summary Reading Experiment
We visualized how six pattern clusters and 14 character-

istic patterns occur in sequence for each interview. The pat-
tern cluster indices reveal the overall dialog flow, while the
characteristic patterns emphasize the specific situation of
each interview. We asked a physician to read the ten visu-
alized summaries and to make notes about his reading and
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Figure 4: Pattern clusters(P: patient, D: doctor, ar-
row: eyegaze, hatch/orange: utterance, m: memo,
nod: nodding, rhy: rhythmic gesture, exp: iconic
explaining, dir: deictic to affected part, write:
memo writing)

impressions. We then asked him to review the interview
videos to compare the impressions from videos and written
notes to give one of four answers: (a) matched features, (b)
mis-matched features, (c) unknown from summary, and (d)
other.

The following are the comparison results between the sum-
maries and video reviews: (a) matched features: 39.5%, (b)
mis-matched features: 26.3%, (c) unknown from summary:
26%, and (d) other: 13.2%. The total number of compari-
son items is 38. 39.5% matches is a fairly good result. The
following was the physician’s overall impression: I expected
that the Doc would allow SP to speak sufficiently and bring
the interview to the Doc’s pace. This was confirmed by the
video. The example was very successful.

5. CONCLUSION
We introduced four layered indices, primitive, pattern,

motif, and pattern cluster to describe general interaction
between doctors and patients in a bottom-up manner. We
proposed a bottom-up method of indice generation for a cor-
pus. It used a data set to include various possible pattern
events for consideration and to reduce them to representa-
tive, higher level notations. Jensen-Shannon Divergence was
exploited to give these measures and to extract important
and key patterns to summarize dialogs, for example. We
applied the proposed method to medical interview sessions
between medical students and simulated patients. The ex-
perimental results show a good potential of the approach.
This kind analysis will help tutors and students to identify
the strength and weakness of each student’s interview skill
quantitatively. The annotated video will be used more effi-
ciently in the review session to access to the point of interest.
We hope, in the future, the physicians can review his/her
recorded interviews as they do for medical operations.

There are some remaining issues to solve in the future.
First, the size of data set is not large enough so as to claim
that the obtained patterns, motifs and clusters are general

enough to express the medical interview in general. How-
ever, we think the proposed method will lead a fairly good
results when we will prepare a large scale data set. Second,
there are a few heuristic thresholding parameters in the in-
dex selection as criteria to obtain appropriate results. The
choice of parameter is a kind of design how we want to de-
scribe the dialog in detail. Third, we only exploited motifs
for pattern cluster evaluation in this paper. In the future
we will extend our method to generate motif segments to
improve our summary. That would lead to a higher level
description of interview and we may be able to extract any
physician’s strategy of dialog in medical interview. We also
want to extend the description by adding attributes such as
the strengths of eye gaze and hand gesture movement.

The proposed method can be applied to general dialog
scenes and interactions. We look forward to extend toward
wider domains; e.g. multi-party dialog and sports scene.
In a sport application, for example, if primitive plays are
annotated properly, we can extract major patterns and mo-
tifs including point getting events, with which we will be
able to obtain abstract documentation of a game with hi-
erarchical indices. Based on the proposed bottom up ap-
proach, we have more chances to come across the important
moves/plays which have been overlooked by conventional
coaching, score-book, and commentary.
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