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ABSTRACT 
This paper proposes a speaker diarization method for determining 
“who spoke when” in multi-party conversations, based on the 
probabilistic fusion of audio and visual location information. The 
audio and visual information is obtained from a compact system 
designed to analyze round table multi-party conversations. The 
system consists of two cameras and a triangular microphone array 
with three microphones, and can cover a spherical region. Speaker 
locations are estimated from audio and visual observations in 
terms of azimuths from this recording system. Unlike 
conventional speech diarization methods, our proposed method 
estimates the probability of the presence of multiple simultaneous 
speakers in a physical space with a small microphone setup 
instead of using a cascade consisting of speech activity detection, 
direction of arrival estimation, acoustic feature extraction, and 
information criteria based speaker segmentation. To estimate the 
speaker presence more correctly, the speech presence 
probabilities in a physical space are integrated with the 
probabilities estimated from participants’ face locations obtained 
with a robust particle filtering based face tracker with two 
cameras equipped with fisheye lenses. The locations in a physical 
space with highly integrated probabilities are then classified into a 
certain number of speaker classes by using on-line classification 
to realize speaker diarization. The probability calculations and 
speaker classifications are conducted on-line, making it 
unnecessary to observe all the conversation data. An experiment 
using real casual conversations, which include more overlaps and 
short speech segments than formal meetings, showed the 
advantages of the proposed method. 

Categories and Subject Descriptors 
H.1.2 [Models and Principles]: User/Machine System – Human 
Information Processing.  

General Terms 
Algorithms, Human Factors 

Keywords 
Multi-party conversation analysis, Speaker diarization, Multi-
modal systems 

1. INTRODUCTION 
Many multi-party conversations have been recorded in relation to, 
for example, Augmented Multi-party Interaction (AMI) and AMI 
with Distant Access (AMIDA) [1], Computers in the Human 
Interaction Loop (CHIL) [2], and the NIST Rich Transcription 
Meeting Recognition Project [3]. These corpora have triggered 
both an analysis of multi-party interactions to determine human 
behavior in these interactions, and the development of automatic 
indexing systems for multi-party conversations that can process 
multi-modal information. The automatic indexing of multi-party 
conversations such as group meetings can allow their rapid 
retrieval from archives, automatic minute taking, and automatic 
summarization of conversations [4]–[7]. One essential function 
for indexing such recorded data is to answer the question, “who 
spoke when?” during the conversations, and this can be 
determined by using speaker diarization methods [8]–[14]. 

Typical conventional speaker diarization systems [8]–[14] assume 
the use of all the recorded conversation data, and have realized 
speaker diarization by the cascade combination of speech activity 
detection (SAD) and information criterion based speaker 
segmentation and classification. The SAD methods are usually 
based on a Gaussian mixture model (GMM) [15]–[17], and its 
acoustic feature is generally the mel-frequency cepstral 
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coefficient (MFCC), which is widely used in automatic speech 
recognition. Speaker segmentation and classification are generally 
based on the Bayesian information criterion (BIC), and classify 
GMMs trained with MFCCs obtained from speech segments into 
a certain number of speaker classes [8]–[14]. The classification 
part iteratively trains GMMs for each speech segment, and 
merges the most similar pair of GMMs based on the BIC criterion. 
Since conventional recordings of multi-party conversations also 
include recordings obtained with multiple distant microphones 
[1]–[3], some speaker diarization systems utilize spatial 
information to detect speech activity [18][19], enhance speech 
signals [20], and cluster the speech segments [21][22]. According 
to the evaluation results of the recent NIST Rich Transcription 
Project, speaker diarization performance for meeting recordings 
can be significantly improved by employing information 
corresponding to the direction of arrival (DOA) of speech as a 
feature vector in addition to MFCC features [3][9][22]. This can 
be considered because the location of a speaker in a physical 
space correlates closely with the speaker identity in a meeting, 
that is, the participants move very little. Most methods employ the 
time difference of arrival (TDOA) estimated with the generalized 
cross correlation using the phase transform (GCC-PHAT) [23]. 
Although TDOA is a very strong cue as regards detecting 
coherent signals such as speech produced from certain positions 
corresponding to speaker locations, TDOA obtained with the 
GCC-PHAT [20]–[22] cannot deal with multiple speakers within 
one audio signal analysis window that has a certain temporal 
length such as 32 ms. Therefore, a mechanism that can detect 
overlapping speech is also needed to deal with conversations 
containing a lot of overlapping speech. 

Otsuka et al. have recently developed a system for analyzing 
multi-party conversations [24]. This system can automatically 
detect and visualize “who is speaking” and “who is looking at 
whom” in real time by using a noise robust SAD [25], a speaker 
location detection method based on the DOA estimations for each 
time-frequency bin to handle simultaneous speech [26], and a face 
location and pose tracking method that employs Graphics 
Processing Unit (GPU) based particle filtering [27]. Although this 
system can visualize “who is speaking” based on the combination 
of the two audio processing components, visual information 
obtained with the face tracker has not been utilized in audio signal 
processing because the components have been simply connected 
in a cascade manner. 

This study aims to realize speaker diarization based on the closer 
fusion of audio and visual information in a probabilistic manner. 
This study also focuses on the use of location information in a 
physical space because it is a particularly effective cue for 
speaker diarization for multi-party conversations as described 
above. In addition, this study aims to utilize the estimations of 
speech presence in a physical space for speaker diarization [35] 
instead of using the cascade of SAD, GCC-PHAT based DOA 
estimation, and BIC based speaker segmentation, which is widely 
employed by typical conventional speaker diarization systems 
[8]–[14]. By estimating speech presence probabilities in a 
physical space, we can deal with the overlapping speech. This is 
unlike GCC-PHAT based DOA estimation, which can estimate 
only one DOA within each audio analysis window. 

The fusion of audio and visual information with a view to 
analyzing multi-party conversations has also been widely studied 

in recent years. For example, speaker tracking [28][29], group 
action detection [30], speech event detection [31], attention 
recognition [32], and participants’ interaction detection [33][34] 
have been realized by fusing audio and visual information. The 
fusion proposed in this study is designed to improve the speaker 
diarization performance obtained with the conventional audio 
information based system [14] by introducing visual information. 
A conventional multi-modal speaker diarization study combined 
MFCC with video features [36], while this study employs location 
information obtained from audio signals. It should be noted that 
the performance of the location information based speaker 
diarization method dealt with in this study is expected to be 
improved by combining it with conventional acoustic features that 
reflect speaker characteristics, such as MFCC. Moreover, this 
study aims to realize on-line speaker diarization, that is, unlike 
conventional speaker diarization, it does not require knowledge of 
all the conversation data. 

The remainder of this paper is organized as follows. Section 2 
describes the recording system setup. Section 3 provides a 
detailed explanation of the proposed speaker diarization method. 
Section 4 reports an evaluation experiment that employed real 
casual multi-party conversations. Section 5 concludes this study. 

2. RECORDING SYSTEM 
The recording system used in this study consists of two cameras 
with fisheye lenses and a triangular microphone array with three 
microphones [24]. This system has been developed for analyzing 
round table meetings attended by up to about eight people, and it 
is positioned in the center of the round table during the recording. 

Figure 1. Omnidirectional camera-microphone system.

Figure 2. (Top) A round table meeting that can be 
analyzed with the recording system [24]. (Bottom) An 
example visualization result obtained with this system. 
The arrows show “who is looking at whom”, and the red 
circle shows “who is speaking now”. 
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This system can both record the meetings, and process audio and 
visual information, and thus visualize “who is speaking” and 
“who is looking at whom” in real time. The distinctive 
characteristics of this system are its compact sensor setup and its 
use of real-time processing. With a view to developing a highly 
portable system this recording setup is rather compact unlike the 
equipment used in conventional recording projects [1]–[3], where 
multi-party interactions are observed with multiple sensors 
incorporated in a smart room as an ambient intelligence. The 
system setup and an example visualization result are shown in 
Figs. 1 and 2, respectively. This compact recording system setup 
can be used almost anywhere. That is, the setup has high 
portability, and so the system can be used for recording small 
meetings or conversations in small meeting spaces. If such 
recordings can be analyzed automatically, we can easily mine 
important data from our own daily conversations. Such 
applications cannot be realized with conventional large-scale 
recording setups.  

The hardware settings are as follows (details are provided in [24]). 
The system consists of two personal computers (PCs) for 
processing audio and visual information, respectively. The two 
PCs are connected via a gigabit ether network for information 
sharing. The PC used for visual information processing has an 
Intel Core 2 Extreme QX9650 3.0GHz central processing unit 
(CPU), and its GPU is an NVIDIA GeForce9800GX2 (two GPU 
cores are installed in one package). Its operating system (OS) is 
Windows XP SP2. The cameras are Point Grey Research’s 
Grasshoppers (B/W 5.0 Mega pixel model, 2/3” CCD). The 
fisheye lens is Fujinon’s FE185C086HA-1 (f=2.7mm). The 
camera and PC are connected by IEEE1394b links. The audio 
processing PC uses an AMD Athlon 64, 2.4 GHz as CPU, and its 
OS is Linux. 

In this study, audio signals are recorded at a sampling rate of 16 
kHz and with 16-bit quantization. As regards visual processing, 
the resolution of the recorded image is 4896 pixels wide for 360-
degree coverage on the horizontal plane and 512 pixels high, and 
the grabbing frame rate is up to 30.0 frames per second (fps). 

3. METHOD 
Speaker diarization is defined as the problem of detecting “who 
spoke when” from observed signals. Depending on the system 
setup, it can be considered that speaker location (azimuth) 
corresponds to speaker identification by assuming that the 
participants do not move a great deal. Therefore, this study 
realizes speaker diarization by detecting speaker locations and 
speech activities. 

With the above as a basis, the proposed method considers local 
observations from azimuth r, and uses the generative graphical 

model shown in Fig. 3. In this model, lr, ar, Xr, and Vr represent 
the proposition of speaker presence, the proposition of speech 
activities, audio observations, and visual observations for azimuth 
r, respectively. The proposed method estimates the posterior 
probability ( )rrrr lap VX ,,  for each r, and compares it with a 
threshold to realize speaker diarization. The posterior probability 
is given as follows. 

( ) ( ) ( ) ( )rrrrrrrrrr pplaplap VXVXVX ,,,,, =
 

(1) 
where it is assumed that Xr and Vr are mutually independent. The 
right side of equation (1) can be written as follows. 

( ) ( ) ( )rrrrrr pplap VXVX ,,,   

( ) ( ) ( ) ( )rrrrrrrrr pplaplap VXXXV ,,,,=  (2) 

( ) ( ) ( ) ( ) ( )rrrrrrrrr pplaplaplp VXXV ,,=  (3) 

( ) ( ) ( )rrrrrr plaplp VXV ,=  (4) 

( ) ( )rrrrr laplp XV ,∝  (5) 

where ( ) ( )rrrrrr lplap VXV =,,  is assumed to obtain equation (3). 
Equation (4) is obtained by applying the Bayes’ theorem to the 
second terms of the denominator of equation (3). In addition, 
equation (5) is obtained assuming the prior probability p(Vr) is a 
constant. 

Based on equation (5), audio and visual information can be 
integrated for speaker diarization by multiplying the probabilities 
obtained with two components as follows. First, p(ar,lr|Xr) can be 
considered a joint probability of speaker location and speech 
presence that can be estimated from acoustic signal spectra. 
Second, p(Vr|lr) can be considered a participant’s location 
probability that can be estimated from visual observations.  

The following sections describe how to estimate the above 
probabilities from the audio and visual observations. Audio and 
visual information is also analyzed with analysis frames of a 
certain temporal length in this study. The above posterior 
probabilities are estimated frame by frame.  

3.1 Speech presence probability estimation 
Speech presence probabilities in a physical space are estimated by 
utilizing the framework of a likelihood ratio test (LRT) based 
SAD approach for multi-party conversation analysis [35]. This 
approach is robust as regards environmental noise without a 
priori knowledge of the acoustic conditions, speaker locations, or 
number of speakers. In addition, this method can deal with 
simultaneous speech even if the speakers outnumber the 
microphones. This method adopts the LRT approach [37][38] for 
the spatial distributions of the magnitude of observed signals 
estimated from multi-microphone recordings. Unlike the 
conventional LRT based SAD method with a microphone array 
[38], which utilizes a priori signal-to-noise ratios (SNRs) for the 
spectrum obtained from the estimated speaker location, this 
method utilizes only a priori SNRs obtained from the spatial 
distributions of the magnitude of the observed signals. This 
method detects speech activities by utilizing the changes in 

Figure 3. Graphical model that captures speaker locations 
and speech activities in conversations. 

lr 

ar 

Xr 

Vr 
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magnitude that come from a certain spatial range, and mitigates 
the effect of environmental noise incorporating stationary 
directional noise by employing a priori SNRs obtained from 
spatial magnitude distributions. 

Figure 4 shows a block diagram of the estimation of speech 
presence probability. Signals observed with three microphones 
are analyzed using a Hanning window with a certain amount of 
overlapping. Then, the spatial magnitude distributions of the 
observed signals are estimated by applying time-frequency 
masking [39] to the frequency spectra based on the estimated 
DOA for each time-frequency bin of the discrete Fourier 
representation of the speech signals [26]. It should be noted that 
this method performs well only when the distance between 
microphones is small enough to avoid spatial aliasing because the 
DOA estimation uses phase differences. The space observed by 
the microphone array is split into R discrete spatial regions, and 
the spatial magnitude is estimated for each region. R is given 
before the processing. An example of the estimated spatial 
magnitude distribution is shown in Fig. 5(a). This study considers 
this estimated magnitude distribution as the audio observation in 
equation (1). 

To estimate the speech presence probabilities for each region r (r 
= 1 .. R), the two following hypotheses are considered for each 
analyzed frame assuming that the speech signal is uncorrelated 
with additive noise signals. 

H0: Speech absent; rr NX =  

H1: Speech present; rrr NSX +=  

where Xr, Nr, and Sr indicate the estimated spatial power 
distribution, the noise power distribution, and the speech power 
distribution for region r, respectively. Based on the above two 
hypotheses, the log likelihood ratio is estimated as follows in this 
LRT based SAD method. 

( )
( )0

1

Hp
Hp

r

r
r X

X
=Λ

 
(6)

 

where ( )ir Hp X , i = 0, 1, is the probability density function (PDF) 
of the observed data under hypothesis Hi. The PDFs can also be 
modeled by Gaussian distributions because the magnitude 
distributions are estimated by the summation of discrete Fourier 
coefficients if we can assume that the coefficients follow a zero-
mean Gaussian process. This also allows us to adopt conventional 
clean speech magnitude estimation methods such as the 
minimum-mean squared error based method [40] to estimate the a 
priori SNR of a certain spatial region. The log likelihood ratio Λr 
can be calculated by estimating the parameters of the Gaussian 
distributions. Once the likelihood ratio is obtained, the speech 
presence probability p(ar,lr|Xr) can be estimated as follows. 

Figure 4.  Block diagram of estimation of speech presence 
probability. 

Speech and Noise Signals 

Microphone Array 

Hanning Window 

Discrete Fourier Transform 

Direction of Arrival (DOA) Estimation 

Time-Frequency Masking 

Spatial Magnitude Distribution 

Magnitude 
Phase 

Estimated DOA 

Noise Estimation Likelihood Ratio Estimation 

rX

A priori SNR 
Estimation 

A posteriori SNR 
Estimation 

Estimated 
noise 

rΛ

Speech presence probability calculation 
( ) ( )rrrrr lap Λ+Λ= 1, X Figure 5.  Example (a) spatial magnitude distribution Xr, (b) 

speech presence probabilities p(ar,lr|Xr), (c) face presence 
probabilities p(Vr|lr), and (d) posterior probabilities ( )rrrr lap VX ,,

obtained with (b) and (c). Red and blue indicate highest lowest 
values, respectively. 

(a)

(b)

(c)

(d)
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( ) ( ) ( ) ( ) ( )( )0111, HpHpHplap rrrrrrrr XXXX +=Λ+Λ=  (7) 

An example of the estimated speech presence probabilities is 
shown in Fig. 5(b). This study uses this estimation as the second 
term of equation (5). 

3.2 Face location probability estimation 
The probability p(Vr|lr) is estimated with a face location detection 
and tracking algorithm called sparse template condensation 
tracker (STCTracker) [27], which is built into the recording 
system [24]. When the tracker is initialized it can automatically 
build 3-D face templates, and it is robust as regards large head 
rotations of up to ±60 degrees in the horizontal direction. In 
addition, it can track multiple faces simultaneously in real time by 
particle filtering with a GPU. 

The two fisheye omnidirectional cameras shown in Fig. 1 can 
cover a near spherical region, and the distortion caused by the 
fisheye projection is compensated by a panoramic transformation. 
The initialization part of STCTracker runs sparse template 
matching that focuses on a sparse set of feature points within a 
template region. The state of a template, which represents the 
location and pose of the face, is defined as a seven-dimensional 
vector consisting of a 2-degree of freedom (DOF) translation on 
the image plane, a 3-DOF rotation, a scale, and an illumination 
coefficient. The particle filtering part of STCTracker sequentially 
estimates the posterior density of the template state, which is 
represented as a particle set. The weight of each particle is 
calculated based on matching errors between the input images and 
the template. STCTracker works robustly in real time owing to 
the sparseness of the feature points and robust template matching 
combined with multiple-hypothesis generation/testing by the 
particle filter framework. Although the face model is rigid, it can 
accept a certain amount of facial deformation caused by events 
such as the production of utterances and facial expressions. Figure 
2 also shows meshes that simultaneously track all the participants’ 
faces. 

This study considers the face azimuth θ V estimated with 
STCTracker for each participant to be the centroids of that 
participant’s location. It is assumed that the probability p(Vr|lr) 
can be modeled by the estimation error distribution of 
STCTracker, and the error distribution is modeled by a Gaussian 
distribution whose mean and standard deviation are θn

V, which is 
the face azimuth of the participant n, and σ, which has a certain 
value (e.g. 15 degrees), as follows. 

( ) ( )2V ,; σθnrr rNlp =V  (8) 

An example is shown in Fig. 5(c). The participant index n that 
minimizes the distance between r and θn

V is selected. It should be 
noted that the probability is set at 1/R when no face is detected in 
the visual observation. Although this study only utilizes the face 
tracking result of STCTracker, it should also be noted that these 
probabilities can be obtained with the particles used in 
STCTracker. This will constitute future work. 

3.3 Speaker clustering 
Based on equations (5), (7), and (8), the posterior probability 

( )rrrr lap VX ,,  can be obtained for each r. An example is shown in 

Fig. 5 (d). To determine the speech segment, the presence of 
speech in region r is first determined by thresholding the posterior 
probability. Then, speech-present regions in which speech is 
present are classified into speaker clusters using θn

V as the cluster 
centroids. Because STCTracker can track identical faces precisely, 
the speech-present regions are classified as the nearest centroids. 
Finally, whether participant n speaks or not is determined by 
thresholding the numbers of the n-th cluster members for each 
analysis frame.  

4. EXPERIMENT 

4.1 Recording setup 
Experiments were performed in a room with a reverberation time 
of around 350 ms. Figure 6 shows the recording setup. Two 
casual conversations engaged in by four participants were 
recorded in the room. The recording system was placed in the 
center of a round table, and the participants sat around the table. 
Each item of recorded data was ten minutes long. The participants 
were about 1 m from the microphone array. Table 1 shows the 
properties of the recorded conversations. The recorded casual 
conversations contained more speaker turn-taking, speaker 
overlaps, and laughs than usual group meeting recordings, which 
made speaker diarization more difficult.  

4.2 Evaluation and discussion 
Speaker diarization experiments were performed with the 
recorded conversation data described in Section 4.1. The observed 
signals were analyzed with a frame that was 32 ms long with 16 
ms overlaps. The threshold for the audio speaker clustering was 
15 degrees. STCTracker ran at around 24 fps, and the face 

Figure 6. Experimental setup. Participants were all 
seated, and moved little during conversations. 

4 cm 

Round table 

PC PC 

Participant 

Microphone 

Camera 

Table 1. Properties of recorded multi-party conversations. 

Speaker
ID # utterances Speech time

(sec)

Overlap
speech time

(sec)
1 170 200.7
2 104 170.4
3 88 140.2
4 133 195.7
1 107 155.9
2 113 195.6
3 60 102.0
4 175 237.2

Conversation 1

Conversation 2

171.1

157.0
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locations were updated for each observation. The processing 
times of the visual and audio information were aligned by 
synchronizing the times of the two PCs. Reference diarization 
labels were generated by employing hand-labeled transcription, 
which included the speech onsets and speech offsets of each 
speaker. 

The Diarization Error Rate (DER), which is used for NIST Rich 
Transcription Meeting Recognition [3], was employed as a 
performance measure for this evaluation. The DER can 
completely account for False-alarm Speech Time (FST), Missed 
Speech Time (MST), and Speaker Error Time (SET). The DER is 
calculated as follows. 

(%)100×
++

=
dataoflengthTotal

SETMSTFSTDER  (9) 

The evaluation criteria also follow those provided by NIST [7], 
that is, the speech segments were split with non-speech periods of 
more than 300 ms in length, and vocalizations such as laughing 
and coughing were considered to be non-speech. The allowed 
tolerance for the difference between the system outputs and the 
correct labels was 250 ms. The correct speech onset and offset 
labels for the recorded data were generated manually. 

To evaluate the effect of the proposed fusion of the audio and 
visual information, we compared the results obtained with the 
proposed method and another speaker diarization method that 
employs only audio information [41]. This method works based 
on p(ar,lr|Xr) obtained with a probabilistic integration of SAD 
results [25] and DOA estimations [26]. The estimation can be 
interpreted as follows.  

( ) ( ) ( )rrrrrrr lpaplap XXX ≈,  (10) 
The first term is estimated by SAD, and the second term is 
estimated by DOA estimations. To compare the effectiveness of 
the estimations of probability p(ar,lr|Xr) in this study,  we also 
compared the proposed method with a method in which p(ar,lr|Xr) 
obtained by equation (10) [41] is integrated with equation (8). 

Table 2 shows the experimental results, which are the average 
values for two recorded conversations. The result obtained with 
an integration of SAD results and DOA estimations is shown as 
‘Audio only’. The result obtained with simple combinations of 
this approach and visual probabilities is shown as ‘Audio-visual 
(cascade)’. The result obtained with the proposed method is 
shown as ‘Audio-visual (Proposed)’. The reason for the high MST 
is that the lengths of most utterances were very short, thus it was 
difficult for the speaker diarization methods to detect them 
accurately. The reason for the high FST is that the speaker 
diarization methods sometimes detect simultaneous speech when 
one speaker spoke. Both phenomena resulted with the fact that the 
test data were casual conversations as mentioned above. The 

results confirmed that the proposed integration of the audio and 
visual information could improve the speaker diarization 
performance by 5.0 %. The improvements in DER and MST are 
mainly due to the fact that the proposed method could detect 
speech onset more robustly, because face tracking works all the 
time even if there is no acoustic event, i.e. the participants do not 
speak. Robust onset detection is particularly important when 
analyzing group conversations. On the other hand, the simple 
integration of SAD results, DOA estimations, and visual 
observations cannot improve performance. Since a GCC-PHAT 
based method cannot handle overlapping speech for one analysis 
frame, the conventional method could not confident the speech 
activity when there are multiple speakers because the DOA of the 
speech signal is not stable. Because it sometimes failed to detect 
speech onset correctly, the MST became high. The experimental 
result suggests that the estimation of speech presence probability 
in this study perform better than the combination of SAD results 
and DOA estimations. 

5. CONCLUSION 
This study proposed a probabilistic approach to audio and visual 
information integration designed to improve speaker diarization 
performance in a compact system for analyzing group 
conversations. Experiments employing casual conversations, 
which constitute a difficult task for speaker diarization, confirmed 
that the proposed method improved the performance by using 
visual information in addition to audio information. Although the 
experiment described in this paper used data in which the 
participants did not move greatly, the proposed method can be 
applied to data in which participants move more because 
STCTracker can robustly track the participants’ faces [42], and 
the SAD of the proposed method is independent of the 
participants’ locations. Such an evaluation will be future work. 
Future work will also include finding a way to integrate audio and 
visual information more effectively to detect both “who spoke 
when” and to analyze aspects of the participants’ behavior such as 
backchannels, dialog acts, and state changes. The automatic 
speaker identification / speech recognition of recorded speech will 
also be studied. 
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